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In this paper, we introduce the notions of the normal neutrosophic ideal and the closed neutrosophic 

ideal of BN-algebra with suitable illustrations. Further, we introduce the neutrosophic r-ideal and the 

normal neutrosophic r-ideal of BN-algebra and investigate some of the related properties. Moreover, we 

define a closed neutrosophic r-ideal and discuss related theorems. Finally, we introduce the notions of 

neutrosophic k-ideal and m-k-ideals with illustrations and some properties. 
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INTRODUCTION 

 

The definition of a fuzzy set was first presented by Zadeh[13]. Intuitionistic fuzzy sets, an extension of fuzzy sets, 

were first described by Atanassov [2] in 1986. According to Smarandache [10], a neutrosophic set can be used to 

express the uncertainty and irrationality of any knowledge. The definition of fuzzy ideals in  BN-algebra was 

provided by Grzegorz Dymek and Andrzej Waleadziak [1]. The ideas of     r-ideal in commutation semigroups were 

developed by Erbay et al. in 2016 [4]. The definitions of r-ideal and m-k-ideal provided by Rao [8] are inclined. 

Gemawati et al.'s [5] discussion of the BN-algebra full ideal and introduction of the notion of an      n-ideal in BN-

algebra. BN-algebra's r-ideal and m-k-ideal notions were first introduced in 2022 by Sri Gemawati, Musnis musraini, 
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Abdul Hadi, La zakaria, and Elsi fitria [11]. The authors [6] introduced the notation of a neutrosophic ideal of BN-

algebra and investigated some properties. We define the terms normal neutrosophic ideal and closed neutrosophic 

ideal of BN-algebra. Additionally, we discuss the idea of the neutrosophic r-ideal and look at its characteristics. We 

also looked at the neutrosophic k-ideal and the neutrosophic  m-k-ideal. Finally, it was determined the characteristics 

of the neutrosophic m-k-ideal and k-ideal. The concepts of neutrosophic r-ideal and neutrosophic m-k-ideal in BH 

and BE algebra, as well as some of their properties, will be studied in more detail in the future. 

 

PRELIMINARIES 

In this section, we recall some basic definitions of BN-algebra, ideals, properties of ideals, and the concept of 

neutrosophic sets and neutrosophic ideals of BN-algebra that are useful to the main results. 

 

Definition 2.1[1] An algebra (𝑋, ⨀, 0) of type (2, 0) is called BN-algebra, if the following are satisfied for all   𝜆, 𝜇, 𝛿 ∈
𝑋, 
(i)   𝜆⨀ 𝜆 = 0 
(ii)   𝜆⨀0 =  𝜆 
(iii)   𝜆⨀𝜇 ⨀𝛿 =  0⨀𝛿 ⨀ 𝜇⨀ 𝜆 .  

Theorem 2.2[11]: Let (𝑋, ⨀,0) be a BN-algebra, then for all  𝜆, 𝜇, 𝛿 ∈ 𝑋, 
(i) 0⨀ 0⨀ 𝜆 =  𝜆  
(ii) 𝜇⨀ 𝜆 =  0⨀𝜆 ⨀ 0 ⨀ 𝜇  
(iii)  0⨀𝜆 ⨀𝜇 = (0⨀𝜇)⨀ 𝜆 
(iv) If  𝜆⨀𝜇 = 0 then 𝜇⨀ 𝜆 = 0 
(v) If 0⨀ 𝜆 = 0⨀𝜇 then  𝜆 = 𝜇 
(vi)   𝜆⨀𝛿 ⨀ 𝜇⨀𝛿 =  𝛿⨀𝜇 ⨀(𝛿⨀𝜆) 

 

Definition 2.3[11]: A subset 𝐼 of a BN-algebra (𝑋, ⨀, 0)  is called an ideal of 𝑋, if it is satisfied the following for all   
𝜆, 𝜇 ∈ 𝑋, 
(i) 0 ∈ 𝐼 
(ii) 𝜆⨀𝜇 ∈ 𝐼 and 𝜇 ∈ 𝐼 imply 𝜆 ∈ 𝐼.  

 

Definition 2.4[11]: A nonempty subset 𝑆 of 𝑋 is called subalgebra of  𝑋 or   BN-subalgebra of 𝑋 if it satisfies  𝜆⨀ 𝜇 ∈ S  

for all  𝜆,𝜇 ∈ S.  

 

Definition 2.5[11]: A non empty subset 𝑁 of 𝑋 is said to be normal in 𝑋, if  𝜆⨀𝑎 ⨀ 𝜇⨀𝑏 ∈ 𝑁 for and  𝜆⨀𝑎, 𝜇⨀𝑏 ∈ 𝑁. 

We say that an ideal 𝐼 of 𝑋 (respectively a subalgebra 𝑆 of 𝑋) is normal if 𝐼(respectively the set 𝑆) is normal.  

 

Proposition 2.6[11]: Let 𝐼 be a normal ideal of BN-algebra 𝑋, then 𝐼  is a subalgebra  of  𝑋. 

Proposition 2.7[11]: Let 𝑋 be a BN-algebra and 𝑆 ⊆ 𝑋,  if and only if S is a normal ideal, S is a normal subalgebra of 𝑋. 

 

Definition 2.8[11]: Let BN-algebras (𝑋, ⨀,0) and (𝑌, ⨀,0) exist. A map 𝑓: 𝑋 → 𝑌 is said to as a homomorphism of 𝑋 to 

𝑌 if it meets 𝑓( 𝜆⨀𝜇) = 𝑓( 𝜆)⨀𝑓(𝜇) for all 𝜆, 𝜇 ∈ 𝑋.  An endomorphism is a homomorphism of 𝑋 to itself. 

 

Definition 2.9[6]: A neutrosophic set 𝑁 = {𝑇𝑁,𝐼𝑁,𝐹𝑁} of BN-algebra (𝑋, ⨀, 0) , if  𝑁  is called an neutrosophic ideal of 

BN-algebra (𝑋, ⨀, 0) , if it satisfies the following for all 𝜆, 𝜇 ∈  𝑋, 
(i) 𝑇𝑁 0 ≥ 𝑇𝑁 𝜆 ; 𝐼𝑁 0 ≥ 𝐼𝑁 𝜆 ;𝐹𝑁(0) ≤ 𝐹𝑁(𝜆) 

(ii) 𝑇𝑁 𝜆 ≥ 𝑚𝑖𝑛  𝑇𝑁 𝜆⨀𝜇 ,𝑇𝑁(𝜇) ; 𝐼𝑁 𝜆 ≥ 𝑚𝑖𝑛 {𝐼𝑁 𝜆⨀𝜇 , 𝐼𝑁 𝜇 } 

 𝐹𝑁 𝜆 ≤ 𝑚𝑎𝑥  𝐹𝑁 𝜆⨀𝜇 ,𝐹𝑁 𝜇   for all  𝜆, 𝜇 ∈  𝑋.  

 

 

 

Ibrahim and Kavitha 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75531 

 

   

 

 

NEUTROSOPHIC  r-IDEAL 

The main results of the research are presented in this section. beginning with an explanation of the closed ideals and 

the neutrosophic normal with examples. Additionally, r-ideals in semigroups served as the foundation for the 

concept of neutrosophic r-ideals in BN-algebras. The neutrosophic r-ideal in BN-algebras is then explored for some of 

its characteristics. 

 

Definition 3.1: Let (𝑋,⨀,0) be a BN-algebra and 𝑁 be a neutrosophic ideal of  𝑋, 𝑁 is called a  normal neutrosophic 

ideal of 𝑋, if it satisfies the following for all 𝜆,𝜇, 𝑎,𝑏 ∈ 𝑁, 

  𝑇𝑁  𝜆⨀𝑎  ≥  𝑚𝑖𝑛 𝑇𝑁 𝜆⨀𝑎 ,𝑇𝑁(𝜇⨀𝑏) ;   𝐼𝑁  𝜆⨀𝑎  ≥ 𝑚𝑖𝑛  𝐼𝑁 𝜆⨀𝑎 , 𝐼𝑁(𝜇⨀𝑏) ;               

𝐹𝑁 𝜆⨀𝑎 ≤ 𝑚𝑎𝑥  𝐹𝑁 𝜆⨀𝑎 ,𝐹𝑁 𝜇⨀𝑏  . 

 

Example 3.2: Consider a set 𝐴 =  {0,𝜆,𝜇, 𝛿, 1}. Define a binary operation ′⨀ ′ on 𝐴 given by the following Table 3.1, 

and neutrosophic set define by the Table 3.2 as shown below: 

It is easily verified that 𝑁 is a normal neutrosophic ideal of 𝐴, and that it satisfies the conditions of definition 3.1.  

 

Definition 3.3: Let (𝑋,⨀,0) be a BN-algebra, and 𝑁 be a neutrosophic ideal of  𝑋, 𝐶𝑁 is closed neutrosophic ideal of 𝑋. 

if it satisfies the following for all  𝜆, 𝜇 ∈  𝑋,  

𝑇𝑁 𝜆⨀ 𝜇 ≥ 𝑇𝑁 𝜆 ;    𝐼𝑁 𝜆⨀ 𝜇 ≥ 𝐼𝑁 𝜆 ;   𝐹𝑁 𝜆⨀ 𝜇 ≤ 𝐼𝑁 𝜆 .  

 

Example 3.4: Consider a set 𝐴 =  {0,𝜆,𝜇, 𝛿, 1}. Define a binary operation ′⨀ ′ on 𝐴 given by the following Table 3.3, 

and neutrosophic set define by the Table 3.4 as shown below: It is easily verified that 𝑁 is a closed neutrosophic ideal 

of 𝐴, and that it satisfies the conditions of definition 3.3.  

 

Definition 3.5: A neutrosophic ideal 𝑁 of a BN-algebra (𝑋,⨀,0) is called a neutrosophic r-ideal of 𝑋, if it satisfies the 

following for all 𝜆,𝜇 ∈  𝑋, 

 𝑇𝑁 𝜇 ≥ 𝑚𝑖𝑛  𝑇𝑁 𝜆⨀𝜇 ,𝑇𝑁 0⨀𝜆   ; 𝐼𝑁 𝜇 ≥ 𝑚𝑖𝑛  𝐼𝑁 𝜆⨀𝜇 , 𝐼𝑁 0⨀𝜆  ; 

  𝐹𝑁 𝜇 ≤ 𝑚𝑎𝑥 𝐹𝑁 𝜆⨀𝜇 ,𝐹𝑁 0⨀𝜆   . 
 

Example 3.6: Consider a set 𝐴 =  {0,𝜆,𝜇, 𝛿, 1}. Define a binary operation ′⨀ ′ on 𝐴 given by the following Table 3.5, 

and neutrosophic set define by the Table 3.6 as shown below: It is easily verified that 𝑁 is a neutrosophic r-ideal of 𝐴, 

and that it satisfies the conditions of definition 3.5.  

 

Definition 3.7:  A neutrosophic r-ideal 𝑁 is called an normal neutrosophic r-ideal of a   BN-algebra  𝑋, ⨀,0 , if it 

satisfies the following for all 𝜆, 𝜇, 𝑎, 𝑏 ∈  𝑋, 

(i) 𝑇𝑁 0 ≥ 𝑇𝑁 𝜆 ; 𝐼𝑁 0 ≥ 𝐼𝑁 𝜆 ;𝐹𝑁 0 ≤ 𝐹𝑁 𝜆 , 

(ii) 𝑇𝑁( 𝜆⨀𝑎 ⨀(𝜇⨀ 𝑏)) ≥ 𝑚𝑖𝑛{ 𝑇𝑁 𝜆⨀𝑎 ,𝑇𝑁 𝜇⨀𝑏 }; 
             𝐼𝑁( 𝜆⨀𝑎 ⨀(𝜇⨀𝑏)) ≥ 𝑚𝑖𝑛  { 𝐼𝑁 𝜆⨀𝑎 , 𝐼𝑁 𝜇⨀𝑏 };                        
            𝐹𝑁( 𝜆⨀𝑎 ⨀(𝜇⨀𝑏)) ≤ 𝑚𝑎𝑥  { 𝐹𝑁 𝜆⨀𝑎 ,𝐹𝑁 𝜇⨀𝑏 }.  
 

Example 3.8: Consider a set 𝐴 =  {0,𝜆,𝜇, 𝛿, 1}. Define a binary operation ′⨀ ′ on 𝐴 given by the following Table 3.7, 

and neutrosophic set define by the Table 3.8 as shown below: It is easily verified that 𝑁 is a normal neutrosophic 

ideal of 𝐴, and that it satisfies the conditions (i) and (ii) of definition 3.7. 

 

Definition 3.9: A neutrosophic r-ideal  𝑁 of a BN-algebra  𝑋, ⨀,0   is called a closed neutrosophic r-ideal of 𝑋,  if it 

satisfies the following for all 𝜆, 𝜇 ∈  𝑋, 
𝑇𝑁 𝜆⨀ 𝜇 ≥ 𝑇𝑁 𝜆 ;  𝐼𝑁 𝜆⨀𝜇 ≥ 𝐼𝑁 𝜆 ;  𝐹𝑁 𝜆⨀ 𝜇 ≤ 𝐼𝑁 𝜆 .  
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Example 3.10: Consider a set 𝐴 =  {0,𝜆, 𝜇, 𝛿, 1}. Define a binary operation ′⨀′ on 𝐴 given by the following Table 3.9 

and neutrosophic set define by the Table 3.10 as shown below: It is easily verified that 𝑁 is a closed neutrosophic r-

ideal of 𝐴, and that it satisfies the conditions of definition 3.9.  

Theorem 3.11: Let 𝐶𝑁  be a closed neutrosophic ideal of a BN-algebra 𝑋, then it is a neutrosophic r-ideal of 𝑋. 

Proof: Let 𝐶𝑁  be a closed neutrosophic ideal of BN-algebra.  

Then, (i)  𝑇𝑁 𝜆⨀𝜇 ≥ 𝑇𝑁 𝜆  ,(ii) 𝐼𝑁 𝜆⨀𝜇 ≥ 𝐼𝑁 𝜆 , (iii) 𝐹𝑁 𝜆⨀𝜇 ≤ 𝐹𝑁 𝜆 .  

To prove: 𝐶𝑁𝑟
 be a neutrosophic r-ideal  

It is clear that 𝐶𝑁  is neutrosophic ideal of 𝑋 

Therefore, 𝑇𝑁 𝜆⨀𝜇 ≥ 𝑇𝑁 𝜆  
                                  = 𝑇𝑁 0⨀𝜆                                                        
                 𝑇𝑁 𝜆⨀𝜇 ≥ 𝑇𝑁 0⨀𝜆   
𝑇𝑁 𝜇 ≥ 𝑚𝑖𝑛  𝑇𝑁 𝜆⨀𝜇 ,𝑇𝑁(𝜆)                                       

Now, 𝑇𝑁 𝜇 ≥ 𝑚𝑖𝑛{ 𝑇𝑁 𝜆⨀𝜇 ,𝑇𝑁 0⨀𝜆 }                                        

Hence, 𝐶𝑁 is a neutrosophic r-ideal. 

 

Theorem 3.12: If (𝑋,⨀,0) is a BN-algebra and N is a normal neutrosophic ideal of 𝑋 , then N is the normal 

neutrosophic r-ideal of 𝑋. 

Proof: Let N be a normal neutrosophic ideal of 𝑋. 

Then, from the proposition 2.6,  𝑁 is a BN-sub algebra of 𝑋. That is,  𝜆⨀ 𝜇 ∈ 𝑋  for all 𝜆, 𝜇 ∈ 𝑋. 

Then, we have the following for all 𝜆, 𝜇 ∈  𝑋,  𝑇𝑁 𝜆⨀𝜇 ≥ 𝑇𝑁 𝜆 ,  𝐼𝑁 𝜆⨀𝜇 ≥ 𝐼𝑁 𝜆  , and 𝐹𝑁 𝜆⨀𝜇 ≤ 𝐹𝑁 𝜆 .     

This implies that 𝑁 is closed neutrosophic r-ideal.  

Following that, we discover that N is a neutrosophic r-ideal of 𝑋. 

𝑁 is the normal neutrosophic r-ideal of X because N is the normal neutrosophic ideal. 

 

Theorem 3.13: Let 𝑓 be an endomorphism of a BN-algebra (𝑋, ⨀ ,0), and 𝑁 be an neutrosophic r-ideal  of 𝑋, then 𝑓(𝑁) 

is an neutrosophic r-ideal of 𝑋. 

Proof: Let 𝑁 be an neutrosophic r-ideal of X, then clearly 𝑁 ⊂  𝑋 and 𝑁 is a neutrosophic ideal of 𝑋 such that 𝑇𝑁 

 𝑓  0   ≥ 𝑇𝑁   𝑓  𝜆  ,  𝐼𝑁   𝑓  0   ≥ 𝐼𝑁   𝑓  𝜆  , 

 𝐹𝑁 (𝑓 (0)) ≥ 𝐹𝑁  (𝑓 (𝜆)) and 𝑓(𝑁) ⊂ 𝑋  for all 𝜆 ∈ 𝑋.   

Since 𝑁 is an neutrosophic ideal of  𝑋,  

𝑇𝑁 (0) ≥ 𝑇𝑁 𝜆 , 𝐼𝑁 0 ≥ 𝐼𝑁 𝜆 , 

𝐹𝑁 0 ≤ 𝐹𝑁 𝜆  for all 𝜆, 𝜇 ∈ 𝑋. 

We obtain  𝑇𝑁 (0) ≥ 𝑇𝑁 𝜆  
            𝑇𝑁  (𝑓(0)) ≥ 𝑇𝑁{𝑓 𝜆⨀ 𝜆 }         
                             ≥ 𝑇𝑁 𝑓 𝜆)⨀𝑓(𝜆  ,   Since  𝑓 be an endomorphism 

              𝑇𝑁 𝑓 0    ≥ 𝑇𝑁 (0)                     

Let 𝑇𝑁{𝑓 0 } ≥ 𝑇𝑁 𝑓 𝜆  , and 𝑇𝑁{𝑓 0 } ≥ 𝑇𝑁{𝑓 𝜆⨀𝜇 }                             

Since 𝑁 is an neutrosophic ideal, then 𝑇𝑁 (0) ≥ 𝑇𝑁 𝜆 .  

Consequently, 𝑇𝑁{𝑓(0)} ≥ 𝑇𝑁{𝑓(𝜆)}. Thus 𝑓 (𝑁) is a neutrosophic ideal of 𝑋.  

Let 𝑇𝑁   𝑓 0   ≥ 𝑇𝑁{𝑓(𝜆⨀ 𝜇) } and  

 𝑇𝑁{𝑓(𝜆)} = 𝑇𝑁 0⨀ 𝑓(𝜆)                                                  

Since 𝑁 is an neutrosophic r -ideal of 𝑋, 𝑇𝑁 (0) ≥ 𝑇𝑁  (𝜇) implies 𝑇𝑁{𝑓(0)} ≥ 𝑇𝑁 𝑓 𝜇    and 𝑇𝑁{𝑓(𝜇)}  ≥ min 

{𝑇𝑁{𝑓(𝜆⨀ 𝜇) },𝑇𝑁 0 ⨀ 𝑓(𝜆) }. 

Thus, 𝑓(𝑁) is an neutrosophic r-ideal of 𝑋. 

Note: The converse of above theorem hold in general. 

 

NEUTROSOPHIC  k AND  m-k-IDEALS 

The main findings of the study are presented in this section. We begin by defining the ideas of a neutrosophic k-ideal 

and  m-k-ideal in a BN-algebra, which is built on the idea of a k-ideal and m-k-ideal in an inclination. In a BN-

algebra, the properties of neutrosophic k-ideals and m-k-ideals are given. 
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Definition 4.1: A neutrosophic ideal  𝑁 of BN-algebra   (𝑋, ⨀ ,0)  is called a neutrosophic  k-ideal of 𝑋,  if it satisfies 

the condition for all  𝜆, 𝜇 ∈ 𝑋, 

𝑇𝑁(𝜆) ≥ 𝑚𝑖𝑛 { 𝑇𝑁  (𝜇), 𝑇𝑁(𝜆), 𝑇𝑁  (𝜆⨀ 𝜇)};    𝐼𝑁(𝜆) ≥ 𝑚𝑖𝑛  { 𝑇𝑁(𝜇 ), 𝑇𝑁(𝜆), 𝑇𝑁  (𝜆⨀ 𝜇)}; 𝐹𝑁(𝜆) ≥ 𝑚𝑎𝑥{ 𝑇𝑁  (𝜇), 𝑇𝑁(𝜆), 𝑇𝑁  

(𝜆⨀ 𝜇)}.  

 

Example 4.2: Consider a set 𝐴 =  {0,𝜆,𝜇, 𝛿, 1}. Define a binary operation ′⨀′ on 𝐴 given by the following Table 4.1and 

neutrosophic set define by the Table 4.2 as shown below:  

It is easily verified that 𝑁 is a neutrosophic k-ideal of 𝐴, and that it satisfies the conditions of definition 4.1.   

 

Definition 4.3: A neutrosophic ideal  𝑁 of a BN-algebra   (𝑋, ⨀ ,0)  is called a neutrosophic  m-k-ideal of 𝑋, if it 

satisfies the condition for all 𝜆, 𝜇 ∈ 𝑋 and 𝑦 ≠ 0, 

𝑇𝑁(𝜆) ≥ 𝑚𝑖𝑛  { 𝑇𝑁  (𝜆), 𝑇𝑁  (𝜇 ), 𝑇𝑁  (𝜆⨀ 𝜇 )};   𝐼𝑁(𝜆) ≥ 𝑚𝑖𝑛  { 𝐼𝑁  (𝜆), 𝐼𝑁  (𝜇), 𝐼𝑁  (𝜆⨀ 𝜇)};   

 𝐹𝑁(𝜆) ≤ 𝑚𝑎𝑥  { 𝐹𝑁  (𝜆), 𝐹𝑁  (𝜇), 𝐹𝑁  (𝜆⨀ 𝜇)}. 

 

Example 4.4: Consider a set 𝐴 =  {0,𝜆,𝜇, 𝛿, 1}. Define a binary operation ′⨀′ on 𝐴 given by the following Table 4.3 and 

neutrosophic set define by the Table 4.4 as shown below: It is easily verified that 𝑁 is a neutrosophic m-k-ideal of 𝐴, 

and that it satisfies the condition of definition 4.3.  

 

Theorem 4.5: If 𝐶𝑁 is a closed neutrosophic ideal of a BN- algebra (𝑋, ⨀ ,0), then 𝐶𝑁 is a neutrosophic k-ideal of 𝑋. 

Proof: Let 𝐶𝑁  be closed neutrosophic ideal of BN-algebra   𝑋,  then 𝐶𝑁  is a BN sub algebra of  𝑋, and if   𝑇𝑁 𝜆 ≥
𝑚𝑖𝑛{ 𝑇𝑁 𝜇 ,   𝑇𝑁(𝜆),   𝑇𝑁 𝜆⨀𝜇 } 
 𝐼𝑁 𝜆 ≥ 𝑚𝑖𝑛 {𝐼𝑁 𝜇 ,   𝐼𝑁(𝜆),   𝐼𝑁 𝜆⨀ 𝜇 } and 

  𝐹𝑁 𝜆 ≤ 𝑚𝑎𝑥{ 𝐹𝑁 𝜇 ,   𝐹𝑁(𝜆),   𝐹𝑁 𝜆⨀ 𝜇 }. 

Thus, 𝐶𝑁  is a  neutrosophic k-ideal of 𝑋.  

 

Theorem 4.6: If 𝑁𝐾 is a neutrosophic k-ideal of a BN-algebra (𝑋, ⨀ ,0), then 𝑁𝐾  is closed neutrosophic ideal of 𝑋.   

Proof: Let 𝑁𝐾 is a neutrosophic k-ideal of 𝑋,  then 𝑁𝐾 is a BN-subalgebra of  𝑋. Consequently,  𝑁𝐾 is closed for all 
𝜆, 𝜇 ∈  𝑋. 
Also, 𝑇𝑁   (0) ≥  {𝑇𝑁 (𝜆)}, 𝑇𝑁(𝜆⨀ 𝜆) 

                     =  𝑇𝑁   (0) 

                     ≥  {𝑇𝑁  (𝜆)}.  

Moreover,  𝑁𝐾 is a neutrosophic k-ideal of 𝑋.   

Then, 𝑇𝑁(𝜆)  ≥ 𝑚𝑖𝑛{𝑇𝑁  (𝜆), 𝑇𝑁(𝜇),𝑇𝑁(𝜆⨀ 𝜇 }, 

𝐼𝑁(𝜆) ≥ 𝑚𝑖𝑛{{𝐼𝑁(𝜆), 𝐼𝑁  (𝜇),  𝐼𝑁(𝜆⨀ 𝜇)} and  

𝐹𝑁   (𝜆) ≤  𝑚𝑎𝑥 {𝐹𝑁  (𝜆),𝐹𝑁  ( 𝜇),𝐹𝑁(𝜆⨀𝜇)}.  

From this we have, 𝑇𝑁 𝜆⨀𝜇  ≥ 𝑇𝑁 𝜆 ,   𝐼𝑁 𝜆⨀ 𝜇  ≥ 𝐼𝑁 𝜆   and 𝐹𝑁 𝜆⨀ 𝜇  ≤ 𝐼𝑁 𝜆 .  

Thus, 𝑁𝐾 is a closed neutrosophic ideal of 𝑋. 

 

Theorem 4.7: Let (𝑋, ⨀ ,0) be a BN-algebra, If 𝑁 is a normal BN- subalgebra of 𝑋 then 𝑁  is  a  normal neutrosophic k-

ideal of 𝑋,   

Proof: Let 𝑁  be a normal BN-subalgebra of 𝑋. Then, from the proposition 2.6,  𝑁  is a normal neutrosophic ideal of 𝑋. 

We know that  𝑁  is a BN-subalgebra such that it is a closed neutrosophic ideal of 𝑋. Furthermore, it is obtained that 

𝑁 is a neutrosophic 

 k-ideal of 𝑋. is a neutrosophic k- ideal of . Since is normal, is a normal neutrosophic k-ideal of𝑋.  

 

Theorem 4.8: If 𝑁𝐾 is a neutrosophic k-ideal of BN-algebra  𝑋 , ⨀ ,0 , then 𝑁𝐾  is a neutrosophic m-k-ideal of 𝑋. 

Proof: Let 𝑁𝐾be a neutrosophic k-ideal of 𝑋, then 𝑁𝐾 is a closed neutrosophic  ideal of 𝑋, such that  𝑇𝑁 𝜆 ≥

𝑚𝑖𝑛{𝑇𝑁  𝜇 ,𝑇𝑁 𝜆⨀ 𝜇 }, 

𝐼𝑁 𝜆 ≥ 𝑚𝑖𝑛{𝐼𝑁   𝜇 , 𝐼𝑁 𝜆 ⨀ 𝜇 } and  𝐹𝑁 𝜆 ≤ 𝑚𝑎𝑥 {𝐹𝑁   𝜇 ,𝐹𝑁 𝜆⨀ 𝜇 }.                                                  

Since 𝑁𝐾 is closed neutrosophic ideal it must be the case that if 𝑦 ≠ 0 , 𝑦 ∈ 𝑋, 
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𝑇𝑁 𝜇 ≥ 𝑚𝑖𝑛 {𝑇𝑁   𝜆 ,𝑇𝑁 𝜆⨀ 𝜇 }, 𝐼𝑁 𝜇 ≥ 𝑚𝑖𝑛{ 𝐼𝑁   𝜆 , 𝐼𝑁 𝜆⨀ 𝜇 },      
 𝐹𝑁 𝜇 ≤ 𝑚𝑎𝑥 { 𝐹𝑁   𝜆 ,𝐹𝑁 𝜆⨀ 𝜇 }.  
Hence, 𝑁𝐾   is an neutrosophic m-k-ideal 𝑋.  

 

Proposition 4.9: If 𝐶𝑁𝑟
is closed neutrosophic r-ideal of of BN-algebra (𝑋, ⨀ ,0), then 𝐶𝑁𝑟

  is a neutrosophic k-ideal. 

Proof: Let   𝐶𝑁𝑟
be a neutrosophic r-ideal of 𝑋. Clearly, 𝐶𝑁𝑟

  is a neutrosophic ideal of 𝑋, 

Since,  𝐶𝑁𝑟
 is closed neutrosophic r-ideal of 𝑋 then 𝐶𝑁𝑟

is a neutrosophic k-ideal of 𝑋.  

 

Proposition 4.10: Let (𝑋, ⨀ ,0) be a BN-algebra, and 𝑓 be an endomorphism of  𝑋. If 𝑁𝐾  is a neutrosophic k-ideal of  

𝑋, then 𝑓(𝑁𝐾  ) is an neutrosophic r-ideal of 𝑋. 

Proof: Let (𝑋, ⨀ ,0) be a BN-algebra and let 𝑓 be an endomorphism of 𝑋. If 𝑁𝐾  is a neutrosophic k-ideal of  𝑋, then 

 𝑁𝐾  is an neutrosophic r-ideal. Further, 𝑓(𝑁𝐾  ) is an neutrosophic r-ideal of X.  

 

Proposition 4.11: Let (𝑋, ⨀ ,0) be a BN-algebra and since f  be an endomorphism of 𝑋. If 𝑓(𝑁) is a closed neutrosophic 

r-ideal of  𝑋, then N is a neutrosophic k-ideal of 𝑋. 

Proof: Let (𝑋, ⨀ ,0) be a BN-algebra and let 𝑓 be an endomorphism of 𝑋. If 𝑓(𝑁) is a closed neutrosophic r-ideal of  𝑋, 

then 𝑁 is closed neutrosophic r-ideal of 𝑋. Further, N is a neutrosophic k-ideal of 𝑋.  

 

CONCLUSION 
 

This paper begins by considering the notions of the normal neutrosophic ideal and the closed neutrosophic ideal of 

BN-algebra with suitable illustrations. Also, we have introduced the concept of neutrosophic r-ideals and 

investigated their properties. Also, we have investigated neutrosophic k-ideals and neutrosophic m-k-ideals. Finally, 

we have discovered the characteristics of neutrosophic k-ideals and neutrosophic m-k-ideals. We conducted this 

research to provide comprehensive notions for the neutrosophic r-ideal, neutrosophic k-ideal, and neutrosophic m-k-

ideal of BN-algebras. Future research will look at the notions of neutrosophic r-ideals and neutrosophic m-k-ideals in 

BH and BE algebras and explore some of their properties. 

 

REFERENCES 

 
1. Andrzej Walendziak and Grzegorz  Dymek(2015),  Fuzzy Ideals of BN-Algebras, Hindawi Publishing Corporation 

the Scientific World Journal, Volume 2015, (9 pages). 

2. K.T.Atanassov, Intuitionistic Fuzzy Sets, Fuzzy Sets and Systems, 1986, 20(1),   87-96. 

3. Banerjee, D., Giri, B. C., Pramanik, S., and Smarandache, F., (2017), GRA for multiattribute decision making in 

neutrosophic cubic set environment. Neutrosophic Sets and   Systems, Volume 15, 60-69. 

4. Erbay, M.A., Tekir, U., Koc, S. r-Ideals of commutative semigroups. Int. J. Algebr. (2016), 10, 525-533. 

5. Gemawati, S., Fitria, E., Hadi, A., Musraini, M. Complete ideal and n-ideal BN-algebras of. Int. J. Math. 

Trends Technol. 2020,66, 52-59. 

6. Ibrahim A., and Kavitha B., Neutrosophic ideals of BN- algebra, Mathematical forum, Mathematical Forum Vol. 30, 

2022,ISSN: 0972-9852. 

7. Mehmet Ali, Ozturk, and Young Bae Jun (2018),  Neutrosophic Ideals In BCK/BCI-Algebras   Based On Neutrosophic 

Points, Journal of The International Mathematical Virtual Institute, Volume 8,1-17. 

8. Rao, M.M.K. r-Ideals and m-k-ideals in inclines. Gen. Algebr. Appl. (2020), 40, 297-309. 

9. Salama A.A., and Elagamy H.A., (2021), On Neutrosophic Fuzzy Ideal Concepts, International Journal of 

Neutrosophic Science, Volume 14, 98-103. 

10. Smarandache Florentin (2005), Neutrosophic set-a generalization of the intuitionistic fuzzy set, International Journal 

of Pure and Applied Mathematics, Volume 24, 287-297. 

11. Sri Gemawati , Musnis Musraini , Abdul Hadi , La Zakaria and Elsi Fitria,   On  r-Ideals and m-k-Ideals in BN-

Ibrahim and Kavitha 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75535 

 

   

 

 

Algebras, Axioms 2022,1-8. 

12. Surapati Pramanik, Rumi Roy, Tapan Kumar Roy and Florentin Smarandache (2017), Multi criteria decision 

making using correlation coefficient under rough neutrosophic environment, Neutrosophic Sets and Systems, Volume 

17, 29-36. 

13. Zadeh. L. A, Fuzzy Sets, Information and control, 1965, 8(3), 338-353. 

 

Table 3.1: '⨀ ' Operation   

 

 

 

 

 

 

 

 

 

Table 3.2: Neutrosophic set 

 

 

 

 

 

 

  Table 3.3: '⨀ ' Operation      

 

 

 

 

 

 

 

 

 

  Table 3.4: Neutrosophic set 

 

 

 

 

 

 

 

 

Table 3.5: '⨀ ' Operation     

⨀ 0 𝜆 𝜇 𝛿 1 

0 0 0 0 0 0 

𝜆 𝜆 0 𝜆 𝜆 𝜆 

𝜇 𝜇 𝜆 0 𝜇 𝜇 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

     𝐴 
𝑁 

0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.7 0.7 0.7 0.7 0.7 

𝐼𝑁  0.6 0.6 0.6 0.6 0.6 

𝐹𝑁 0.3 0.3 0.3 0.3 0.3 

⨀  0 𝜆 𝜇 𝛿 1 

0 0 0 0 0 0 

𝜆 𝜆 0 𝜆 𝜆 𝜆 

𝜇 𝜇 𝜆 0 𝜇 𝜇 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

𝐴 

𝑁 
0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.9 0.7 0.7 0.6 0.6 

𝐼𝑁  0.7 0.6 0.6 0.5 0.5 

𝐹𝑁 0.2 0.4 0.4 0.4 0.4 

⨀ 0 𝜆 𝜇 𝛿 1 

0 0 𝜆 𝛿 𝛿 1 

𝜆 𝜆 0 𝜆 𝛿 𝜆 

𝜇 𝜇 𝜆 0 𝛿 𝜇 
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Table 3.6: Neutrosophic set 

 

 

 

 

 

 

 

Table 3.7: '⨀ ' Operation   

 

 

 

 

 

 

 

 

 

Table 3.8: Neutrosophic set 

 

 

 

 

 

 

 

 

Table 3.9: '⨀' Operation 

   

 

 

 

 

 

 

 

 

Table 3.10: Neutrosophic set 

         

 

 

 

 

 

 

 

 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

𝐴 
𝑁 

0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.8 0.5 0.5 0.4 0.5 

𝐼𝑁  0.6 0.4 0.5 0.4 0.5 

𝐹𝑁 0.2 0.5 0.5 0.5 0.4 

⨀ 0 𝜆 𝜇 𝛿 1 

0 0 𝜆 𝛿 𝛿 1 

𝜆 𝜆 0 𝜆 𝛿 𝜆 

𝜇 𝜇 𝜆 0 𝛿 𝜇 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

𝐴 

𝑁 
0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.9 0.5 0.5 0.5 0.5 

𝐼𝑁  0.8 0.4 0.4 0.4 0.4 

𝐹𝑁 0.1 0.4 0.4 0.4 0.4 

⨀ 0 𝜆 𝜇 𝛿 1 

0 0 𝜆 𝜆 𝜇 𝜇 

𝜆 𝜆 0 𝜆 𝜆 𝜆 

𝜇 𝜇 𝜆 0 𝜇 𝜇 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

𝐴 
𝑁 

0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.6 0.6 0.6 0.5 0.5 

𝐼𝑁  0.5 0.5 0.5 0.4 0.4 

𝐹𝑁 0.4 0.4 0.4 0.4 0.3 
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Table 4.1: '⨀' Operation    

    

 

 

 

 

 

 

 

 

 

Table 4.2: Neutrosophic set 

 

 

 

 

 

 

 

 

 

Table 4.3: '⨀' Operation        

 

 

 

 

 

 

 

 

 

Table 4.4: Neutrosophic set 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

⨀ 0 𝜆 𝜇 𝛿 1 

0 0 𝜆 𝛿 𝛿 1 

𝜆 𝜆 0 𝜆 𝜆 𝜆 

𝜇 𝜇 𝜆 0 𝜇 𝜇 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

𝐴 

𝑁 
0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.9 0.8 0.8 0.8 0.6 

𝐼𝑁  0.7 0.6 0.6 0.6 0.5 

𝐹𝑁 0.1 0.3 0.3 0.3 0.3 

⨀  0 𝜆 𝜇 𝛿 1 

0 0 𝜆 𝛿 𝛿 1 

𝜆 𝜆 0 𝜆 𝜆 𝜆 

𝜇 𝜇 𝜆 0 𝜇 𝜇 

𝛿 𝛿 𝛿 𝛿 0 𝛿 

1 1 𝜆 𝜇 𝛿 0 

𝐴 

𝑁 
0 𝜆 𝜇 𝛿 1 

𝑇𝑁 0.8 0.7 0.7 0.6 0.6 

𝐼𝑁  0.6 0.5 0.5 0.5 0.4 

𝐹𝑁 0.1 0.2 0.2 0.2 0.2 

Ibrahim and Kavitha 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75538 

 

   

 

 

 
 

On Nano Star Generalized Alpha Closed Set and Nano Star Generalized 

Alpha Continuous Function in Nano Topological Space 

 
K. Baby1 and H. Aaminumariyam2*  

 
1Assistant Professor, Department of Mathematics, Kongunadu Arts and Science College (Autonomous), 

(Affiliated to Bharathiar University) Coimbatore, Tamil Nadu, India. 
2Research Scholar, Department of Mathematics, Kongunadu Arts and Science College (Autonomous), 

(Affiliated to Bharathiar University) Coimbatore, Tamil Nadu, India. 

 
Received: 22 Jan 2024                             Revised: 09 Feb 2024                                   Accepted: 11 May 2024 
 

*Address for Correspondence 

H. Aaminumariyam 

Research Scholar,  

Department of Mathematics,  

Kongunadu Arts and Science College (Autonomous),  

(Affiliated to Bharathiar University)  

Coimbatore, Tamil Nadu, India. 

Email: aaminumariyam3@gmail.com 
 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

The purpose of this paper is to introduce and investigate the Nano star generalized alpha closed sets and 

Nano star generalized continuous function in Nano topological spaces. Some of the basic properties of 

nano star generalized closed set and nano star generalized continuous functions are analyzed.  
 

Keywords: N*gα – closed set, N*gα– continuous function. 

 

INTRODUCTION 

 

In 1970, Levin[1] introduced the concept of generalized closed sets as a generalization of closed sets in topological 

spaces. Lellis Thivagar[2] and Carmel Richard introduced the concept of  Nano topology, which was defined in terms 

of approximation and boundary region of universe using a equivalence relation on it. He also introduced nano 

continuous functions nano open mappings nano closed mappings and homeomorphisms in nano topological spaces. 

 

PRELIMINARIES 

 
In this section, we recall some basic definitions and results in nano topological spaces. 

 

ABSTRACT 
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Definition 2.1.[2] Let 𝑈 be a non-empty finite set of objects called the universe and 𝑅 be an equivalence relation on 𝑈 

named as in discernibility relation. Then 𝑈 is divided into equivalence classes. Elements belonging to the same 

equivalence class are said to be indiscernible with one another. The pair (𝑈, 𝑅) is said to be the approximation space. 

Let  𝑋 ⊆ 𝑈. Then, 

 The lower approximation of 𝑋 with respect to 𝑅 is the set of all objects which can be for certain classified 

as 𝑋 with respect to 𝑅 and is denoted by 𝐿𝑅(𝑋). 𝐿𝑅 𝑋 = 𝑈{𝑅 𝑋 :𝑅(𝑋) ⊆ X, x ∈ 𝑈}  

 The upper approximation of  𝑋 with respect to 𝑅 is the set of all objects which can be possibly classified 

as 𝑋 with respect to 𝑅  and is denoted by 𝑈𝑅 𝑋 .  𝑈𝑅(𝑋) = 𝑈{𝑅 𝑋 :𝑅(𝑋) ∩ 𝑋 ≠ 𝜙, x ∈ U}. 

 The boundary region of X with respect to R is the set of all objects which can be classified neither as 𝑋 

nor as not −𝑋 with respect to R and it is denoted by 𝐵𝑅 𝑋 = 𝑈𝑅 𝑋 − 𝐿𝑅 𝑋 . 

Property 2.2.[2] If (𝑈, 𝑅) is an approximation space and 𝑋, 𝑌 ⊆ 𝑈, then 
 𝐿𝑅(𝑋) ⊆ 𝑋 ⊆ 𝑈𝑅(𝑋) 
 𝐿𝑅 𝜙 = 𝑈𝑅 𝜙 = 𝜙 
 𝐿𝑅 𝑈 = 𝑈𝑅 𝑈 = 𝑈 
 𝑈𝑅 𝑋 ∪ 𝑌 = 𝑈𝑅(𝑋) ∪ 𝑈𝑅(𝑌) 
 𝑈𝑅(𝑋 ∩ 𝑌) ⊆ 𝑈𝑅(𝑋) ∩ 𝑈𝑅(𝑌) 
 𝐿𝑅 𝑋 ∪ 𝑌 ⊇ 𝐿𝑅(𝑋) ∩ 𝐿𝑅(𝑌) 
 𝐿𝑅 𝑋 ∩ 𝑌 = 𝐿𝑅(𝑋) ∩ 𝐿𝑅(𝑌) 
 𝐿𝑅(𝑋) ⊆ 𝐿𝑅(𝑌) and 𝑈𝑅(𝑋) ⊆ 𝑈𝑅(𝑌) whenever 𝑋 ⊆ 𝑌 

 𝑈𝑅 𝑋𝐶 = [𝐿𝑅(𝑋)]𝐶  and 𝐿𝑅 𝑋𝐶 = [𝑈𝑅(𝑋)]𝐶  

 𝑈𝑅 𝑈𝑅 𝑋  = 𝐿𝑅 𝑈𝑅 𝑋  = 𝑈𝑅(𝑋) 
 𝐿𝑅 𝐿𝑅 𝑋  = 𝑈𝑅 𝐿𝑅 𝑋  = 𝐿𝑅(𝑋) 

 

Definition 2.3.[2]  Let u be the universe, R be an equivalence relation on U and 𝜏𝑅(𝑋) = 

{𝑈, 𝜙, 𝐿𝑅 𝑋 ,𝑈𝑅 𝑋 ,𝐵𝑅 𝑋 }where 𝑋 ⊆ 𝑈. Then it satisfies the following axioms: 

1. 𝑈 and 𝜙 belongs to 𝜏𝑅(𝑋) 

2. The union of the elements of any sub-collection of 𝜏𝑅 𝑋  is in 𝜏𝑅(𝑋). 

3. The intersection of the elements of any finite sub collection of 𝜏𝑅(𝑋) is in 𝜏𝑅 𝑋 . 

Then 𝜏𝑅 𝑋  is a topology on U called the Nano topology on U with respect to 𝑋. (𝑈, 𝜏𝑅(𝑋))  is called the Nano 

topological space. Elements of the Nano topology are known as Nano sets in U. Elements of [𝜏𝑅 𝑋 ]𝐶 are 

called Nano closed sets with [𝜏𝑅 𝑋 ]𝐶  being called dual Nano topology of 𝜏𝑅 𝑋 . 

 

Remark 2.4.[2] If 𝜏𝑅 𝑋  is the Nano topology on 𝑈 with recpect to 𝑋, then the set 𝐵 = {𝑈, 𝐿𝑅 𝑋 ,𝐵𝑅 𝑋 } is the 

basis for 𝜏𝑅(𝑋). 

 

Definition 2.5.[2] If Let  (𝑈, 𝜏𝑅 𝑋 ) is a Nano topological space with respect 𝑋 ⊆ 𝑈 and if 𝐴 ⊆ 𝑈, then 

 The Nano interior of the set 𝐴 is defined as the union of all nano open subsets contained in 𝐴 and is 

denoted by 𝑁𝑖𝑛𝑡 𝐴 . 𝑁𝑖𝑛𝑡 𝐴  is the largest nano open subset of 𝐴. 

 The Nano closure of the set 𝐴 is defined as the intersection of all nano closed sets containing in 𝐴 and is 

denoted by 𝑁𝑐𝑙 𝐴 . 𝑁𝑐𝑙 𝐴  is the smallest nano closed set containing 𝐴. 

  

Definition 2.6.[2] Let  (𝑈, 𝜏𝑅(𝑋) be a Nano topological space and 𝐴 ⊆ 𝑈. Then A is said          to be 

 Nano semi open  if 𝐴 ⊆ 𝑁𝑐𝑙[𝑁𝑖𝑛𝑡 𝐴 ] 

 Nano semi closed if 𝑁𝑖𝑛𝑡[𝑁𝑐𝑙 𝐴 ] ⊆ 𝐴 

 Nano pre-open if 𝐴 ⊆ 𝑁𝑖𝑛𝑡[𝑁𝑐𝑙 𝑎 ] 

 Nano pre-closed if 𝑁𝑖𝑛𝑡[𝑁𝑐𝑙 𝐴 ] ⊆ 𝐴 

 Nano 𝛼 open if 𝐴 ⊆ 𝑁𝑖𝑛𝑡[𝑁𝑐𝑙 𝑁𝑖𝑛𝑡 𝐴  ] 

 Nano 𝛼 closed if 𝑁𝑐𝑙[𝑁𝑖𝑛𝑡 𝑁𝑐𝑙 𝐴  ] ⊆ 𝐴. 

 

Definition 2.7. Let  (𝑈, 𝜏𝑅(𝑋)) be a Nano topological space. A subset A of (𝑈,𝜏𝑅 𝑋 ) is called 
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 Nano generalized closed set [3] (briefly 𝑁g-closed) if 𝑁𝑐𝑙 𝐴 ⊆ 𝑉 whenever 𝐴 ⊆ 𝑉 and V is nano open in 

 𝑈, 𝜏𝑅 𝑋  . 

 Nano semi-generalized closed [11] (briefly𝑁sg-closed) if 𝑁𝑠𝑐𝑙 𝐴 ⊆ 𝑉 whenever 𝐴 ⊆ 𝑉 and V is nano 

semi open in  𝑈, 𝜏𝑅 𝑋  . 

 Nano generalized-semi closed set [11] (briefly 𝑁gs closed) if 𝑁𝑠𝑐𝑙 𝐴 ⊆ 𝑉  whenever 𝐴 ⊆ 𝑉 and V is nano 

open in  𝑈, 𝜏𝑅 𝑋  . 

 Nano generalized 𝛼 −closed set[7] (briefly 𝑁gα-closed) if 𝑁𝛼𝑐𝑙 𝐴 ⊆ 𝑉, whenever 𝐴 ⊆ 𝑉, V is nano open 

in U. 

 Nano 𝛼 generalized closed set [7] (briefly 𝑁αg-closed) if 𝑁𝛼𝑐𝑙(𝐴) ⊆ 𝑉, whenever 𝐴 ⊆ 𝑉, V is nano 𝛼 open 

in U. 

 Nano generalized pre closed [5]set (briefly 𝑁gp-closed) if 𝑁𝑝𝑐𝑙 𝐴 ⊆ 𝑉 whenever 𝐴 ⊆ 𝑉 and V is nano 

open in  𝑈, 𝜏𝑅 𝑋  . 

 Nano generalized semi-pre closed [5]set [(briefly 𝑁gsp-closed) if 𝑁𝑠𝑝𝑐𝑙 𝐴 ⊆ 𝑉 whenever 𝐴 ⊆ 𝑉 and V is 

nano open in  𝑈, 𝜏𝑅 𝑋  . 

 Nano generalized pre regular closed set[2] (briefly 𝑁gpr-closed) if 𝑁𝑐𝑙 𝐴 ⊆ 𝑉 whenever 𝐴 ⊆ 𝑉 and V is 

nano regular open in  𝑈, 𝜏𝑅 𝑋   →  𝑉, 𝜎𝑅 𝑌   

 

Definition 2.8. A function 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   is called 

 𝑁𝑁-continuous [3], if 𝑓−1(𝐴𝐴) is 𝑁𝑁-closed in 𝑈 for every nano closed set 𝐴 in 𝑉  𝐴 𝑉 
 𝑁𝛼𝑁𝛼-continuous [8], if 𝑓−1(𝐴𝐴) is 𝑁𝛼𝑁𝛼-closed in 𝑈 for every nano closed set 𝐴 in 𝑉  𝐴  

 𝑁𝑁𝛼g -continuous[7], if 𝑓−1(𝐴𝐴) is 𝑁𝛼g-closed in 𝑈 for every nano closed set 𝐴 in 𝑉. 

 𝑁gα-continuous[7], if 𝑓−1(𝐴) is 𝑁gα-closed in 𝑈 for every nano closed set 𝐴 in 𝑉. 

 𝑁g-continuous[10], if 𝑓−1(𝐴) is 𝑁g-closed in 𝑈 for every nano closed set 𝐴 in 𝑉. 

 𝑁gs-continuous[8], if 𝑓−1(𝐴) is 𝑁gs-closed in 𝑈 for every nano closed set 𝐴 in 𝑉. 

 𝑁gsp-continuous[8],if 𝑓−1(𝐴) is 𝑁gsp-closed in 𝑈 for every nano closed set 𝐴 in 𝑉. 

Nano Star Generalized α Closed Set 

We introduce the following definition. 

 

Definition 3.1. A subset 𝐴 of  𝑈, 𝜏𝑅 𝑋  is called 𝑁*gα-closed set if 𝑁𝑐𝑙 𝐴 ⊆ 𝑉  whenever 𝐴 ⊆ 𝑉 and V is 𝑁gα 

open in  𝑈, 𝜏𝑅 𝑋  . 

 

Theorem  3.2. Every Nano closed set is 𝑁*gα-closed set. 

Proof Let 𝐴 be a nano closed subset of 𝑈 and 𝐴 ⊆ 𝑉, 𝑉 is nano gα-open in 𝑉. Since 𝐴 is nano closed, 𝑁𝑐𝑙 𝐴 =

𝐴 ⊆ 𝑉, where  𝑉 is 𝑁*gα-open in 𝑈. Therefore 𝐴 is 𝑁*gα-closed set. 

Following example shows that the above implication is not reversible. 

 

Example 3.3 Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑎, 𝑏}, {𝑐}} and 𝑋 = {𝑎}. 𝜏𝑅 𝑋 =  𝑈, 𝜙,  𝑎, 𝑏  . 𝑁*gα-closed =

{𝑈, 𝜙,  𝑐 ,  𝑏, 𝑐 , {𝑎,𝑐}}. 

Here {b,c} is 𝑁*gα-closed set but not nano closed set. 

 

Theorem  3.4. Every  𝑁*gα-closed set is𝑁g closed set. 

Proof Let 𝐴 be a 𝑁*gα-closed set of 𝑉. Let 𝑉 be an nano-open set. Such that 𝐴 ⊆ 𝑉. Since every nano open set is  

𝑁gα open, since 𝑉 is 𝑁gα open. Since 𝐴 is 𝑁*gα-closed, 

 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. Hence 𝐴 is 𝑁g-closed. 

Following example shows that the above implication is not reversible. 

 

Example 3.5 Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑎, 𝑏}, {𝑐}} and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

 𝑈, 𝜙,  𝑎 ,  𝑏, 𝑐  . 𝑁g closed = {𝑈,𝜙,  𝑎 ,  𝑏 ,  𝑐 ,  𝑎, 𝑏 ,  𝑏, 𝑐 , {𝑎,𝑐}}. 

. 𝑁*gα-closed = {𝑈, 𝜙,  𝑎 ,  𝑏, 𝑐 } 

Baby and Aaminumariyam 
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Here {b} is 𝑁g-closed set but not 𝑁*gα-closed set. 

 

Theorem  3.6. Every  𝑁*gα-closed set is𝑁gα closed set. 

Proof Let 𝐴 be a 𝑁*gα-closed set of 𝑉. Let 𝑉 be an nano-αopen set. Such that 𝐴 ⊆ 𝑉. Since every 𝑁α open set is  

𝑁gα open, since 𝑉 is 𝑁gα open. Since 𝐴 is 𝑁*gα-closed, 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. Hence 𝐴 is 𝑁gα-closed. 

Following example shows that the above implication is not reversible. 

 

Example 3.7 Let U =  𝑎, 𝑏, 𝑐  with U R ={ 𝑎 , 𝑏, 𝑐 } and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

 𝑈, 𝜙,  𝑎}, {𝑏, 𝑐  . 𝑁gα closed = {𝑈,𝜙,  𝑎 ,  𝑏 ,  𝑐 ,  𝑎, 𝑏 ,  𝑏, 𝑐 , {𝑎,𝑐}}. 

 𝑁*gα-closed = {𝑈, 𝜙,  𝑎 , 𝑏, 𝑐 }. 

Here {b} is 𝑁gα-closed set but not 𝑁*gα-closed set. 

 

Theorem  3.8. Every  𝑁*gα-closed set is 𝑁gp closed set. 

Proof Let 𝐴 ⊆ 𝑉, where  𝑉 is an nano open set in 𝑈. Since every nano open set is  𝑁gα open,  𝑉 is 𝑁gα open. 

Since 𝐴 is 𝑁*gα-closed set, 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. But 𝑁𝑝𝑐𝑙 𝐴 ⊆ 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. Therefore 𝐴 is 𝑁gp-closed. 

Following example shows that the above implication is not reversible. 

 

Example 3.9. Let U =  𝑎, 𝑏, 𝑐  with U R ={ 𝑎 ,  𝑏, 𝑐 } and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

 𝑈, 𝜙,  𝑎}, {𝑏, 𝑐  . 𝑁*gα-closed = {𝑈, 𝜙,  𝑎 ,  𝑏, 𝑐 } 

Here {a,b} is 𝑁gp-closed set but not 𝑁*gα-closed set. 

 

Theorem  3.10. Every  𝑁*gα-closed set is𝑁gs closed set. 

Proof Let 𝐴 be a 𝑁*gα-closed set of 𝑉. Let 𝑉 be an nano-open set. Such that 𝐴 ⊆ 𝑉. Since every nano open set is  

𝑁gα open. We have 𝑁𝑠𝑐𝑙 𝐴 ⊆ 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. Therefore 𝐴 is 𝑁gs closed set. 

Following example shows that the above implication is not reversible. 

Example 3.11. Let U =  𝑎, 𝑏, 𝑐  with U R ={ 𝑎 ,  𝑏, 𝑐 } and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

 𝑈, 𝜙,  𝑎}, {𝑏, 𝑐  . 𝑁*gα-closed = {𝑈, 𝜙,  𝑎 ,  𝑏, 𝑐 } 

Here {a,b} is 𝑁gs-closed set but not 𝑁*gα-closed set. 

 

Theorem  3.12. Every  𝑁*gα-closed set is𝑁αg closed set. 

Proof Let 𝐴 be a 𝑁*gα-closed set of 𝑉. Let 𝑉 be an nano open set. Such that 𝐴 ⊆ 𝑉. Since every nano open set is  

𝑁αg open, since 𝑉 is 𝑁αg open. Since 𝐴 is 𝑁*gα-closed, 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. Hence 𝐴 is 𝑁αg-closed. 

Following example shows that the above implication is not reversible. 

 

Example 3.13. Let U =  𝑎, 𝑏, 𝑐  with U R ={ 𝑎 ,  𝑏, 𝑐 } and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

 𝑈, 𝜙,  𝑎}, {𝑏, 𝑐  . 𝑁*gα-closed = {𝑈, 𝜙,  𝑎 ,  𝑏, 𝑐 } 

Here {b} is 𝑁αg-closed set but not 𝑁*gα-closed set. 

 

Theorem  3.14. Every  𝑁*gα-closed set is 𝑁gpr closed set. 

Proof Let 𝐴 ⊆ 𝑉, where  𝑉 is an nano open set in 𝑈. Since every nano regular open set is  𝑁gα open,  𝑉 is 𝑁gα 

open. Since 𝐴 is 𝑁*gα-closed set, 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. But 𝑁𝑝𝑐𝑙 𝐴 ⊆ 𝑁𝑐𝑙 𝐴 ⊆ 𝑉. Therefore 𝐴 is 𝑁gpr-closed. 

Following example shows that the above implication is not reversible. 

 

Example 3.15. Let U =  𝑎, 𝑏, 𝑐  with U R ={ 𝑎 ,  𝑏, 𝑐 } and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

 𝑈, 𝜙,  𝑎}, {𝑏, 𝑐  .  

Here {a,b} is 𝑁gpr-closed set but not 𝑁*gα-closed set. 

 

Theorem 3.16. The intersection of two is 𝑁*gα-closed is again 𝑁*gα-closed set. 

Baby and Aaminumariyam 
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Proof Let 𝐴 and 𝐵 are 𝑁*gα-closed set. Let 𝐴 ∩ 𝐵 ⊆ 𝑉, 𝑉 is 𝑁α-open. Since 𝐴 and 𝐵 are 𝑁gα-closed set, 

𝑁𝛼𝑐𝑙 𝐴 ⊆ 𝑉 and 𝑁𝛼𝑐𝑙 𝐵 ⊆ 𝑉. This implies that 𝑁𝑐𝑙 𝐴 ∩ 𝐵 = 𝑁𝑐𝑙(𝐴) ∩ 𝑁𝑐𝑙(𝐵) ⊆ 𝑉 ⟹ 𝑁𝑐𝑙 𝐴 ∩ 𝐵 ⊆ 𝑉. 

Therefore 𝐴 ∩ 𝐵 is 𝑁*gα-closed. 

 

Theorem 3.17. The union of two is 𝑁*gα-closed is again 𝑁*gα-closed set. 

Proof Let 𝐴 and 𝐵 are 𝑁*gα-closed set. Let 𝐴 ∪ 𝐵 ⊆ 𝑉, 𝑉 is 𝑁α-open. Since 𝐴 and 𝐵 are 𝑁*gα-closed set, 

𝑁𝑐𝑙 𝐴 ⊆ 𝑉 and 𝑁𝑐𝑙 𝐵 ⊆ 𝑉. This implies that 𝑁𝑐𝑙 𝐴 ∪ 𝐵 = 𝑁𝑐𝑙(𝐴) ∩ 𝑁𝑐𝑙(𝐵) ⊆ 𝑉 ⟹ 𝑁𝑐𝑙 𝐴 ∪ 𝐵 ⊆ 𝑉. 

Therefore 𝐴 ∪ 𝐵 is 𝑁*gα-closed. 

 

Remark 3.18 :The following diagram shows the relation between 𝑁*gα-closed. 

 
 

Nano Star Generalized α Continuous Function 

In this section we define and study the new class of functions, namely 𝑁*gα-continuous function. 

Definition 4.1. A function 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   is said to be Nano star generalized α continuous (briefly 

𝑁*gα-continuous), if the inverse image of every nano closed set is  𝑉, 𝜎𝑅 𝑌   is 𝑁*gα closed set in  𝑈, 𝜏𝑅 𝑋  . 

 

Theorem 4.2. Every nano continuous function is 𝑁*gα-continuous function. 

Proof Let 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be nano continuous function. Let 𝐴 be nano closed set in  𝑉, 𝜎𝑅 𝑌  . Then 

the inverse image of 𝐴 under the map 𝑓 is nano closed in  𝑈, 𝜏𝑅 𝑋  .Since every nano closed is 𝑁*gα closed set 

function  𝑓−1(𝐴) is 𝑁*gα closed set in  𝑈, 𝜏𝑅 𝑋  . Hence 𝑓 is 𝑁*gα-continuous function. 

The converse of the above theorem need not be true by the following example. 

 

Example 4.3. Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑐}, {𝑎, 𝑏}} and 𝑋 = {𝑎}. Then the Nano topology 𝜏𝑅 𝑋 = {𝑈, 𝜙, {𝑎, 𝑏}}. 

Let V =  𝑎, 𝑏, 𝑐  with V R ={{𝑎}, {𝑐, 𝑏}} and 𝑌 = {𝑎}. Then the Nano topology 𝜎𝑅 𝑌 = {𝑈, 𝜙, {𝑎}}. Nano closed 

set == {𝑈, 𝜙, {𝑐}} and 𝑁*gα closed== {𝑈,𝜙,  𝑐 ,  𝑎, 𝑐 , {𝑏, 𝑐}}.Define a mapping 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be 

defined by 𝑓 𝑎 = 𝑏, 𝑓 𝑏 = 𝑎, 𝑓 𝑐 = 𝑐. Then 𝑓−1 𝑏, 𝑐 = {𝑎, 𝑐} is not nano closed set in   𝑈, 𝜏𝑅 𝑋  . Therefore 

𝑓 is not nano continuous. However 𝑓 𝑖𝑠 𝑁*gα-continuous function. 

 

Theorem 4.4. Every  𝑁*gα-continuous function is 𝑁g-continuous function. 

Proof Let 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be 𝑁*gα-continuous function. Let 𝐴 be nano closed set in  𝑉, 𝜎𝑅 𝑌  . Since 

𝑓 is 𝑁*gα-continuous, 𝑓−1(𝐴) is 𝑁*gα closed set in  𝑈, 𝜏𝑅 𝑋  . But every 𝑁*gα closed set. Hence 𝑓−1(𝐴) is 𝑁g 

closed set in  𝑈, 𝜏𝑅 𝑋  . Thus 𝑓 is 𝑁g-continuous function. 

The converse of the above theorem need not be true by the following example. 

 

Baby and Aaminumariyam 
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Example 4.5. Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑐}, {𝑐, 𝑏}} and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

{𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Let V =  𝑎, 𝑏, 𝑐  with V R ={{𝑎}, {𝑐, 𝑏}} and 𝑌 = {𝑎, 𝑏}. Then the Nano topology 𝜎𝑅 𝑌 =

{𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 }. Nano closed set = {𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 ,  𝑏, 𝑐 , {𝑎, 𝑐}} and 𝑁*gα closed= {𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Define a 

mapping 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be defined by 𝑓 𝑎 = 𝑏, 𝑓 𝑏 = 𝑐, 𝑓 𝑐 = 𝑎.Then 𝑓−1 𝑏, 𝑐 = {𝑎, 𝑏} is not 

𝑁*gα closed set in   𝑈, 𝜏𝑅 𝑋  . Therefore 𝑓 is not 𝑁*gα continuous. However 𝑓 𝑖𝑠 𝑁g-continuous function. 

 

Theorem 4.6. Every  𝑁*gα-continuous function is 𝑁gα-continuous function. 

Proof Let 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be 𝑁*gα-continuous function. Let 𝐴 be nano closed set in  𝑉, 𝜎𝑅 𝑌  . Since 

𝑓 is 𝑁*gα-continuous, 𝑓−1(𝐴) is 𝑁*gα closed set in  𝑈, 𝜏𝑅 𝑋  . But every 𝑁*gα closed set. Hence 𝑓−1(𝐴) is 𝑁gα 

closed set in  𝑈, 𝜏𝑅 𝑋  . Thus 𝑓 is 𝑁gα-continuous function. 

The converse of the above theorem need not be true by the following example. 

 

Example 4.7. Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑐}, {𝑐, 𝑏}} and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

{𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Let V =  𝑎, 𝑏, 𝑐  with V R ={{𝑎}, {𝑐, 𝑏}} and 𝑌 = {𝑎, 𝑏}. Then the Nano topology 𝜎𝑅 𝑌 =

{𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 }. 𝑁gα closed set = {𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 ,  𝑏, 𝑐 , {𝑎, 𝑐}} and 𝑁*gα closed= {𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Define a 

mapping 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be defined by 𝑓 𝑎 = 𝑏, 𝑓 𝑏 = 𝑐, 𝑓 𝑐 = 𝑎. Then 𝑓−1 𝑏, 𝑐 = {𝑎, 𝑏} is not 

𝑁*gα closed set in   𝑈, 𝜏𝑅 𝑋  . Therefore 𝑓 is not 𝑁*gα continuous. However 𝑓 𝑖𝑠 𝑁gα-continuous function. 

 

Theorem 4.8. Every  𝑁*gα-continuous function is 𝑁gp-continuous function. 

Proof Let 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be 𝑁*gα-continuous function. Let 𝐴 be nano closed set in  𝑉, 𝜎𝑅 𝑌  . Since 

𝑓 is 𝑁*gα-continuous, 𝑓−1(𝐴) is 𝑁*gα closed set in  𝑈, 𝜏𝑅 𝑋  . But every 𝑁*gα closed set. Hence 𝑓−1(𝐴) is 𝑁gp 

closed set in  𝑈, 𝜏𝑅 𝑋  . Thus 𝑓 is 𝑁gp-continuous function. 

The converse of the above theorem need not be true by the following example. 

 

Example 4.9. Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑐}, {𝑐, 𝑏}} and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

{𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Let V =  𝑎, 𝑏, 𝑐  with V R ={{𝑎}, {𝑐, 𝑏}} and 𝑌 = {𝑎, 𝑏}. Then the Nano topology 𝜎𝑅 𝑌 =

{𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 }.. Define a mapping 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be defined by 𝑓 𝑎 = 𝑏, 𝑓 𝑏 = 𝑐, 𝑓 𝑐 = 𝑎. Then 

𝑓−1 𝑏, 𝑐 = {𝑎, 𝑏} is not 𝑁*gα closed set in   𝑈, 𝜏𝑅 𝑋  . Therefore 𝑓 is not 𝑁*gα continuous. However 𝑓 𝑖𝑠 𝑁gp-

continuous function. 

 

Theorem 4.10. Every  𝑁*gα-continuous function is 𝑁gs-continuous function. 

Proof Let 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be 𝑁*gα-continuous function. Let 𝐴 be nano closed set in  𝑉, 𝜎𝑅 𝑌  . Since 

𝑓 is 𝑁*gα-continuous, 𝑓−1(𝐴) is 𝑁*gα closed set in  𝑈, 𝜏𝑅 𝑋  . But every 𝑁*gα closed set. Hence 𝑓−1(𝐴) is 𝑁gs 

closed set in  𝑈, 𝜏𝑅 𝑋  . Thus 𝑓 is 𝑁gs-continuous function. 

The converse of the above theorem need not be true by the following example. 

 

Example 4.11. Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑐}, {𝑐, 𝑏}} and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

{𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Let V =  𝑎, 𝑏, 𝑐  with V R ={{𝑎}, {𝑐, 𝑏}} and 𝑌 = {𝑎, 𝑏}. Then the Nano topology 𝜎𝑅 𝑌 =

{𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 }.. Define a mapping 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be defined by 𝑓 𝑎 = 𝑏, 𝑓 𝑏 = 𝑐, 𝑓 𝑐 = 𝑎. Then 

𝑓−1 𝑏, 𝑐 = {𝑎, 𝑏} is not 𝑁*gα closed set in   𝑈, 𝜏𝑅 𝑋  . Therefore 𝑓 is not 𝑁*gα continuous. However 𝑓 𝑖𝑠 𝑁gs-

continuous function. 

 

Remark 4.12. Every  𝑁*gα-continuous function is 𝑁gsp-continuous function, 𝑁gpr-continuous function and 

𝑁αg-continuous function. 

 

Theorem 4.13. The composition of two 𝑁*gα-continuous function need not be 𝑁*gα-continuous. 

The proof follows from the example. 
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Example 4.5. Let U =  𝑎, 𝑏, 𝑐  with U R ={{𝑎}, {𝑐, 𝑏}} and 𝑋 = {𝑎, 𝑐}. Then the Nano topology 𝜏𝑅 𝑋 =

{𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Nano closed set = {𝑈, 𝜙,  𝑏 ,  𝑎, 𝑏 ,  𝑏, 𝑐 , {𝑎, 𝑐}} and 𝑁*gα closed= {𝑈, 𝜙,  𝑎 , {𝑏, 𝑐}}. Let 

V =  𝑎, 𝑏, 𝑐  with V R ={{𝑎}, {𝑐, 𝑏}} and 𝑌 = {𝑎, 𝑏}.   

Then the Nano topology 𝜎𝑅 𝑌 = {𝑈, 𝜙,  𝑎, 𝑏 }.Nano closed set = {𝑈, 𝜙, {𝑐}} and 𝑁*gα 

closed= {𝑈, 𝜙,  𝑐 ,  𝑎, 𝑐 , {𝑏, 𝑐}}.Let W =  𝑎, 𝑏, 𝑐  with W R ={{𝑐}, {𝑎, 𝑏}} and 𝑍 = {𝑎, 𝑏}.  

Then the Nano topology 𝜂𝑅 𝑍 = {𝑈, 𝜙,  𝑎, 𝑏 }.Nano closed set=  𝑈,𝜙,  𝑐   and 𝑁*gα closed 

= {𝑈,𝜙,  𝑐 ,  𝑎, 𝑐 , {𝑏, 𝑐}}. Define a mapping 𝑓:  𝑈, 𝜏𝑅 𝑋  →  𝑉, 𝜎𝑅 𝑌   be defined by 𝑓 𝑎 = 𝑏, 𝑓 𝑏 = 𝑎, 𝑓 𝑐 =

𝑐. Define a mapping 𝑓:  𝑌, 𝜎𝑅 𝑌  →  𝑊, 𝜂𝑅 𝑍   be defined by 𝑔 𝑎 = 𝑐, 𝑔 𝑏 = 𝑎, 𝑔 𝑐 = 𝑐. 

Clearly 𝑓 and 𝑔 are 𝑁*gα-continuous. 

Here  𝑎, 𝑐  be nano closed in  𝑈, 𝜏𝑅 𝑋  . But  𝑓 ∘ 𝑔 −1( 𝑎, 𝑐 = {𝑎, 𝑐} is not 𝑁*gα-closed set in  𝑈, 𝜏𝑅 𝑋  . 

Therefore  𝑔 ∘ 𝑓 −1 is not 𝑁*gα-continuous. 

 

CONCLUSION 

 
In this paper, some of the properties of Nano star generalized alpha closed sets and Nano star generalized 

alpha continuous function are discussed. This shall be extended to irresolute and homomorphic maps. 
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Artificial intelligence (AI) in digital advertising is such great addition to marketing strategy. So many 

businesses have adopted AI in digital marketing around the world today. Digital marketing (DM) is 

rapidly growing, and it is nearly difficult to avoid these new types of digital media. A new trend has 

started that is Artificial intelligence in Digital advertisements that’s attracting teenagers to maintain 

brand loyalty. Digital advertising can have a huge return on investment for businesses so it’s great to take 

advantages of those benefits. Along with the Digital Advert business also using Artificial intelligence to 

keep customers loyalty especially teenagers. By collecting date from different stream and providing 

regular contents and feed to teenagers to keep same loyalty. It’s also influence and impact on actions of 

teenager purchasing decisions. This study examines teenagers’ behaviors in dealing with digital 

advertisement on different social media platforms. Also describe reactions of teenagers for the AI action 

in digital environment. This research highlights three parts to understand impact of Digital advertising 

with Artificial intelligence on behaviors of teenagers. 1) Strategy behind the Artificial intelligence in 

Digital advertisement. 2) Role of Artificial intelligence in teenagers brand loyalty. 3) Advantages and 

Obstacle of AI in digital adverting for teenagers. 

 

Keywords: Artificial Intelligence, Machine learning. Feed. Chatbot, Algorithms. 
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INTRODUCTION 

 

Artificial intelligence replacing many key areas including marketing and advertising too. In the global village all the 

business are working in integrated format, so they found Artificial intelligence (AI) as a new strategy to face 

competition in the market. The big problem in digital environment is to attract new and maintain customers loyalty 

for long time. This AI Advertising tools in digital marketing can replace marketing agency forever. AI is a simulation 

of human intelligence in machines that are programs to think act like humans. By using data and algorithm AI 

technology were able to achieve two important technique Machine learning and Deep learning. Both term fall under 

the broad category of AI.  However, machine learning is sub field of Artificial intelligence they use algorithm to pass 

data, learn from that data and make informed decisions based on what it has learned. Social media advertising is sub 

field in Digital advertising. it’s a marketing area where the artificial intelligence was effectively implemented. By 

utilizing AI and ML platforms such as Facebook, Instagram can examine users’ information and interest which allow 

they them to personalize the contents and ads that show on their feed. This technique is also using in the streaming 

platform such as NETFLIX, YOUTUBE and Retailer websites such as AMAZON. Utilize previous purchases or 

viewing history to enhance their recommendation systems. Chatbot are assisting online store which provides 24*7 

customer services. They were improving over the years. While using machine learning and AI chatbots able to give 

human like replies to basic questions in real time. AI also do predictive analysis. The significant advantages of AI is 

predict sales and foresee customer behaviors essentially teenagers’ action towards purchasing. With big data 

company can foresee teenagers’ behaviors and try to reach their interested needs and satisfy the desire. Company can 

predict the future results and make adjustment marketing strategies and tactics. Based on those company can lead 

them to better outcomes. According to Ypulse ‚teens are now passing technology down to their parents, not the other 

way around‛ (2023). Teenager’s normally fast and early adopters of brand. They are sensitive to advertising they 

believe too easily. Influencing them with AI tools is very easy now days. Digital advertising to teens is profitable way 

for businesses. Reaching teenagers with Digital advertisement and keep engagement with then to 

maintain loyalty is complex. 

 

RESEARCH METHODOLOGY 
 

This research make use of content analysis. Systematically analyzing the communication contents which is available 

in different websites and media. Basically it utilizes the secondary data to extract meaningful information for deeper 

understanding. 

 

OBJECTIVES OF THE RESEARCH 
 

 To understand how Artificial Intelligence works in digital advertisement. 

 To understand how artificial intelligence make strategies to attract and maintain good engagement with 

teenagers. 

 To understand the merits and demerits of Artificial intelligence in digital marketing to 

 impact teenagers. 

This study is mainly focusing on three parts to know the effect of Digital advertising with Artificial intelligence on 

behaviors of teenagers. 1) Strategy behind the Artificial intelligence in Digital advertisement. 2) Role of Artificial 

intelligence in teenagers brand loyalty. 3) Advantages and Obstacle of AI in digital adverting for teenagers. 

 

SCOPE AND LIMITATION 

 

The probe describes multiple side of Artificial Intelligence in digital advertisement to communicate with teenagers to 

influence them to take actions. The document only handle with chosen previous literature and this study only focus 

and restricted to secondary data only. 
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STRATEGY BACK OF THE ARTIFICIAL INTELLIGENCE IN DIGITAL ADVERTISEMENT 

 

Artificial Intelligence is the concept and development of computer system that execute the actions that would 

commonly need human judgment. Voice recognition, visual recognition, giving best solution to the complex problem 

and ability to interpret languages are all examples (oxford University press 2019). Business using AI for many things 

that reduces time and increases profitability. It collects the data very quickly and combines it to access the behavior of 

teenagers. AI suggesting marketer to make decision on sales and supporting them to trace the targeting audience. 

Business may use AI as a strategy of tracking teenagers searching contents in different streams. Through the assist of 

data collected and analyzed by AI technology can give many more options at real time. Business before introduction 

of AI they were used to conduct meeting to make digital advertisement. Cost will be more and too much pressure for 

advertising agency to select audience in digital world. This AI bring more benefits for businesses and to customers 

especially for teenagers. AI technology use machine learning to identify and collect the past data of teenagers to 

predict future actions. Teenagers are regularly active in many social web stages such as Instagram, Facebook, 

YouTube watch desired content that’s key for AI. Also, online retail shops like Amazon, flipchart are the access for AI 

to grab the attention of teenagers. Teenagers knowingly or unknowingly reveal all their interest by watching the 

feed. AI provide complete picture of an teenagers about interested area. That’s creating good opportunities for 

businesses to make profit and engage with customers for long time. Business orderly to utilize this AI effectively has 

to build 24*7 website or can use of social media that always engage with customers. That provides continuous 

information and clarifies the doubts of teenagers also that’s makes teenagers to reach area they wanted. Launch 

piolets and explore the way AI create competitive advantage. For example, an AI Talkbot on business website. Or 

create a personalized website or interactive contents. Then business has start data transformation straight a ways. 

Need package all unique data and content so that can train future genAI models. Business required to be qualified to 

train the algorithms to capture the essential and distractive elements of business brand. Brands that rely too heavily 

on AI will all starts to sound alike, and teenagers will tune out. Future of marketing is starts with AI, future business 

image and brand of product will depend on it. 

 

ROLE OF ARTIFICIAL INTELLIGENCE IN TEENAGERS BRAND LOYALTY 

 

Camilla mackeviciute (2023) defined brand loyalty as consumers choose to repeatedly buy a product produces by 

company irrespective of other company product. For case, some shoppers wish always buy apple products while 

others will buy android products. Camilla markeviciute (2023) has provide brand loyalty statistics 74% of consumers 

feel loyal to their specific company brand and 52% of these customers will go out of their area to purchase their 

favorite brand. Teenagers brand loyalty is key for businesses to satisfy clints and total revenue growth. The power of 

AI in creating brand loyalty is growing from last 5 years. Companies are using and AI in multiple stages to target the 

teenagers. Based on previous data of each teenager through machine learning and algorithms business predicting the 

future needs of teenagers. Brand loyalty is depending upon amount of relationship with customers. Companies are 

using AI method to meet customers’ expectations for good customer’s interaction. In Digital marketing AI utilize 

predictive algorithms to observe client actions and behavior and through machine learning approaches maintain 

consumer’s engagement across all channels. Companies like apple, Starbucks are utilizing this strategy very 

effectively. AI can only optimize teenagers brand loyalty if the teenager’s data is reliable, updated, and sufficient. 

Before incorporating AI into their brand loyalty strategy, business must be confident that their target audience 

information is reliable, readily available, and updated. Artificial intelligence will emerge as a key element of loyalty 

program strategy. Helping business to increase loyalty improves more engagement that creates more earning than 

normal brand loyalty. AI in digital advertising enhances customer service, less teenager turnover, and higher loyalty. 

AI utilizing many tools to build and maintain loyalty for long. Such as predictive analytics, Chatbot, Gamification, AI 

powered customer loyalty programs, Personalized recommendation, personalized pricing, Fraud protection in real 

time etc. 
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ADVANTAGES AND OBSTACLE OF AI IN DIGITAL ADVERTISING FOR TEENAGERS 

AI has both positive and negative impact in digital advertising for teenagers. AI significantly improving the strategy 

and communication with teenagers. On the other side it also led to lack of data privacy and decreasing of teenager 

trust. 

 Teenagers’ behavior is now more predictable. AI analyzes the businesses objectives and review past data. AI 

will use machine learning model to analyze teenagers’ behavior identifying the patterns and building digital 

marketing strategies based on teenager’s interest. 

 Teenagers’ engagements are analyzed better. Improve the teenager’s engagement by targeting previous 

clients to better and improve their experience. AI track the teenager’s action al time and strive to engage 

with them more effectively. 

 AI easily identify topics that may attract teenagers’ attention by presenting content they like and 

understand. 

 Chatbots and ChatGPT can provide 24*7 customer services, solving common problems in websites and other 

channels. This may improve relationships and brand loyalty. 

 

Along with advantages AI carries some obstacle in digital advertising for teenagers. Sometimes AI creates irritation 

for teenagers. AI generated contents and post for regular for teenagers may leads to irritation and that may lead to 

shift in brand. Business needs rich sets of data. Artificial intelligence actions will be limited only by the availability of 

data. Teenagers’ minds always change in digital environment so AI prediction uncertain all the time. In 

advertisement emotions play significant role AI only deals with data it won’t understand feeling and emotions of 

teenagers. 

 

SUGGESTIONS 
 

 Business has to create more user-friendly websites to get more data. 

 Artificial intelligence shall also reckon decent side while dealing with teenager behavior. 

 Artificial intelligence only trusts in the data so that collecting data should be accurate. 

 Teenagers must be careful while watching content in different platform because AI watching your behavior 

regularly 24*7 

 Artificial Intelligence is going to end all the business should focus on super artificial intelligence (SAI) which 

is more faster Than AI. 

 

CONCLUSION 
 

Artificial intelligence in digital advertising for teenagers offers immense potential for targeted, personalized 

experiences. By harnessing AI technologies, advertisers can understand and cater to the unique preferences and 

behavior of teenagers, enhancing engagement and effectiveness. However, ethical consideration regarding Data 

privacy and manipulation must be carefully addressed to ensure responsible advertising practice. Overall, the 

integration of AI in digital advertising has the power to revolutionize how teenagers interact with brands, aid them 

with more meaningful and meaningful content while simultaneously driving business success for advertisers. As the 

field continues to evolve, collaboration between stakeholders, including advertisers, regulators and consumers, will 

be essential in shaping a future where AI- powered advertising serves both commercial interests and societal well-

being.  
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A simple, sensitive, specific, and accurate RP-HPLC method was developed for the simultaneous 

estimation of Simethicone and Loperamide HCl in a pharmaceutical dosage form. The RP-HPLC 

separation was achieved on a primisil C18 (250 mm x 4.6 mm, 5µm) column and isocratic elution. The 

mobile phase is composed of phosphate buffer: methanol (80:20 v/v) at a flow rate of 1 ml/min. The 

chromatographic determination was performed on Shimadzu LC solution software with a PDA detector 

with a wavelength of 210nm. The run time is 7 minutes. The retention times of Simethicone and 

Loperamide HCl were found to be 4.663 min and 5.987 mins respectively. Linearity was established for 

Simethicone and Loperamide HCl in the range of5-25µg/ml and 0.08-0.4µg/ml, respectively. System 

precision and method precision were found to be within the limits of the acceptance criteria. The relative 

standard deviation of Loperamide HCl and Simethicone for system precision was found to be and 

respectively, and method precision was found to be and respectively. The percentage recoveries for 

Simethicone and Loperamide HCl were found to be in the range of 99.80% and 99.71%, respectively. 
 

Keywords: Loperamide, Simethicone, Reverse-Phase High Pressure Liquid Chromatography, primisil  

column phosphate buffer. 
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INTRODUCTION 

 

Simethicone is an orally administered anti-foaming agent used to reduce bloating and discomfort. The molecular 

weight is to be 238.46 g/mol. It is used as an antiflatulent, surfactant, and ointment base. Loperamide is an 

antidiarrheal agent. It is used to treat diarrhea. The molecular weight is found to be 477.0 g/mol. Various over-the-

counter products contain loperamide, an anti-diarrhea drug, to treat diarrhea. The structures are shown in the below 

figures 1 &2. According to a review of the literature, not many spectroscopic and HPLC techniques [3–10] have been 

described for the simultaneous assessment of the aforementioned medications both alone and in combination with 

other medications. Furthermore, my chosen combinational dosage form lacks stability studies and verified 

simultaneous analytical methodologies. Therefore, the goal of the project is to create and validate an accurate, fast, 

affordable, and straightforward stability-indicating RP-HPLC method for the measurement of simethicone and 

loperamide in accordance with ICH criteria. This publication provides the first report on the use of validated 

stability, indicating the pharmaceutical dosage form's RP-HPLC method with a less time-consuming study. 

 

MATERIALS AND METHODS 
 

Materials: Phosphate buffer and methanol were obtained from national products. The tablets (Caber consumers 

Simethione-125 mg and Loperamide HCl-2mg) were procured from the local market. 

 

Instrumentation 

A PDA detector was included in this HPLC. The chromatographic analysis was performed on a primisil C18 (150 mm 

x 4.6 mm, 5µm) column. The wavelength was detected at 210nm using mobile phase phosphate buffer: methanol  

(80:20 v/v). 

 

Diluent: Ethanol was used as adiluent. 

 

Preparation of  0.1 M potassium di hydrogen phosphate buffer solution 

Weigh accurately about 1.38g of potassium dihydrogen phosphate in 100 ml of HPLC-grade water and adjust pH up 

to 5.5 using sodium hydroxide solution. 

 

Preparation of mobile phase: 

Mix phosphate buffer and methanol in the ratio of 50:50 v/v. The mobile phase is degassed before use. 

 

Preparation of Standard Stock Solution 

Approximately 10mg of each individual drug were weighed and transferred individually into a 10 mL volumetric 

flask, in which they were dissolved in diluent and made up to 1000 µg/ml. 

 

Preparation of working standard solution 

Exact 0.1 ml of Simethicone and Loperamide were pipetted out of the stock solution, and the volume was made up 

with diluent. 

 

Preparation of sample solution 

Twenty tablets were weighed and ground into a fine powder using a mortar and pestle. A single equivalent weight 

of tablet powder was transferred to a 25-mL volumetric flask, filled with 3/4 of the diluent, and subjected to an hour 

of sonication with intermittent shaking. The flask's capacity was then diluted with diluent and filtered through a 0.45 

µ Millipore Nylon filter. From the stock solution mentioned above, 0.1 mL was pipetted out and put into a 10 mL 

volumetric flask, the 10 mL volume of which was adjusted with diluent. 
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Method Development and Optimization 

These optimized conditions were followed for the simultaneous determination of Simethicone and Loperamide HCL 

in combined dosage forms. The optimized chromatographic conditions are shown in Table 1. 

 

RESULTS 
 

Method validation 

The International Conference on Harmonization (ICH) guidelines for assessing analytical procedures were used to 

validate the method in order to assess linearity, specificity, and the necessary precision and accuracy(LOD,LOQ )for 

the analyte. 

 

System suitability 

System fitness testing (SST) is a methodology for determining if an analytical method is fit for its intended usage on 

the day the analysis was performed. It is important to ensure the precision of the measurement process. The type of 

procedure being validated sets the parameters for a system suitability test, which must be tailored to a specific 

operation. The standard solution of Simethicone and Loperamide was injected into the HPLC system. The standard 

chromatograms are used to evaluate suitability parameters like retention time,tailing factor, and number of 

theoretical plates. The peak area was taken for six injections.The results are shown in the given Table 2. 

Acceptance criteria: The percentage of Relative standard deviation should be less than 2.0. 

 

Specificity 

In terms of specificity, the drugs Simethicone and Loperamide were compared with blank, standard, and sample 

chromatograms. And diluent solutions were prepared according to the test procedure and injected into the 

chromatographic system. It can be concluded that the method developed is specific. 

 

Linearity 

The method of linearity was done by creating calibration curves with various concentrations of standard solutions. 

The drugs Simethicone and Loperamide linearity was demonstrated over the concentration ranges of 0-24 μg/ml and 

0-0.4μg/ml, respectively. Parameters such as slope, intercept, and regression equations were calculated from the 

resulting data. R2 (correlation coefficient) of 0.999 and the linearity data are contained in the Table3.Acceptance 

criteria: The R2 ought to be NLT 0.999. And its graphs are shown below figures 5 and 6. 

 

Precision 

The precision of the method was demonstrated by system and method precision studies. All the solutions were 

injected into the chromatographic system. The repeatability of the method was checked by carrying out six 

independent assays of Simethiconeand Loperamide. The peak area and percentage relative standard deviation were 

calculated and presented. It is shown in the table4.  

Acceptance criteria:NMT 2.0 should be the %RSD for the peak area. 

 

Accuracy 

It is done at known amount of samples at different concentrations like(50%,100%,150%) levels and its exactness was 

proved. It was calculated and presented in the given table. It is shown in the table 5. 

Acceptance criteria: The Mean % recovery at each level should be NLT 98% and NMT 102%. 

 

Limit of detection and Limit of quantification 

The LOD of Simethicone were determined to beμg/ml, respectively. The Loperamide were found to be μg/ml 

respectively. And the LOQ of Simethicone were determined to be0.5-1.5μg/ml, respectively. The Loperamide were 

found to be 8-24ng/ml respectively. It is shown in the Table 6. 
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Robustness 

The robustness is done byaltering the chromatographic conditionsof Simethicone Loperamide standard solutions 

were administered by changing the flow rate and wavelength. The flow rate was modified to 0.9mL/min and 

1mL/min, and the mobile phase ratios were changed from (70:30 and 30:70). Data was represented in the given 

Table7 . 

Acceptance criteria: The % relative standard deviation for the Peak area should be NMT 2.0. 

 

Assay 

percentage purity of simethicone and loperamide were obtained at respectively. 

 

CONCLUSION 
 

A simple, precise Rp-HPLC method was developed to estimate SIM and LPM in formulation. The materials were 

separated using a   primisil C18 column(150 mm x 4.6 mm, 5µm) at room temperature. As the mobile phase, 

phosphate buffer and acetonitrile was used: At 1.0ml/min flow rate. At a detection wavelength of 210nm, an 

phosphate buffer :methanol (80:20v/v) was injected onto the column. The improved approach was validated in 

compliance with ICH guidelines. According to the literature, there was a method for computing SIM and LPM in 

tablet dose form at the same time. The developed procedure was unique, exact, and suitable to routine analysis. 
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Table. 1: Optimized chromatographic conditions. 

S.NO PARAMETERS CONDITIONS 

1. UV wavelength detection 210nm 

2. Column primisil C18 

3. Mobile phase Phosphate buffer and Methanol (80:20 v/v) 

4. pH of buffer 5.5 

5. Pump mode Isocratic 

6. Diluent Ethanol 

7. Run time 7. min 

8. Flow rate 0.9 ml 

9. Injection volume 10 µl 

10. Temperature Ambient temperature 

 

Table 2: Data of system suitability 

Injection 

No. 
Simethicone Loperamide 

 Peak area Peak area 

1. 874304 134882 

2. 874412 134912 

3. 874619 134923 

4. 874892 134945 

5. 875134 134973 

6. 875356 134997 

Mean 874786 134939 

Standard Deviation 414.0842507 41.9269205 

%RSD 0.05 0.03 

 

Table 3: Data of linearity 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Data of Precison 

Injection Simethicone Loperamide 

 Conc.(μg/ml) Peak area Conc.(μg/ml) Peak area 

1. 0 0 0 0 

2. 5 291458 0.08 45859 

3. 10 582968 0.016 90258 

4. 15 874304 0.24 134882 

5. 20 1166739 0.32 179856 

6. 25 1458172 0.4 224905 

Correlation 

coefficient 
R2 =1 R2=1 

Injection 

No. 

 

SIMETHICONE LOPERAMIDE 

System 

precision 
Method precison System precison Method precison 
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Table 5: Data of Accuracy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6: Data of accuracy  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

1. 874414 875302 135982 134952 

2. 874513 875112 135012 135125 

3. 874518 874458 134725 135685 

4. 874682 874585 135945 133852 

5. 874139 875258 134973 135246 

6. 876355 876589 135997 135128 

Mean 874770 875217 135439 134998 

Standard Deviation 796.7959379 758.659256 595.236088 613.5037082 

%RSD 0.09 0.09 0.44 0.45 

%Level 

Simethicone     

Standard 

peak area 

Sample 

Peak area 
%Recovery AVERAGE 

Mean 

%recovery 
    

50% 

874796 291459 99.80 

99.7 

99.90 

874796 292345 100.01 

874796 292165 100.09 

100% 

874796 874867 99.90 

99.85 874796 874678 99.79 

874796 874996 99.88 

150% 

874796 1458158 99.86 

99.89 874796 1458167 99.86 

874796 1459423 99.94 

%Level 

Loperamide     

Standard 

peak area 

Sample 

Peak area 
%Recovery AVERAGE 

Mean 

%recovery 
    

50% 

134939 44768 99.38 

99.51 

99.71 

134939 44865 99.50 

134939 44869 99.65 

100% 

134939 134289 99.41 

99.65 134939 134456 99.44 

134939 135256 100.09 

150% 

134939 225123 99.95 

99.98 134939 225265 100.01 

134939 225189 99.97 
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Table 7: Data of Limit of detection and quantification 

 

 

 

 

 

Table 8: Data of robustness 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
Fig 1: Simethicone Fig 2: Loperamide 

  
Fig 3: Blank chromatogram Fig 4 :Standard chromatogram  

 
 

Fig 5 : Sample  chromatogram    Fig 6: linearity graph of Simethicone 

Drug LOD LOQ 

Simethicone 0.5 μg/ml 1.5 μg/ml 

Loperamide 8ng/ml 24ng/ml 

Parameter 
Simethicone Loperamide 

Peak area % RSD Peak area % RSD 

Change in flow rate 0.6ml/min 
893105 

0.08 
136205 

0.57 
894112 137312 

Change in flow rate 0.8ml/min 
893523 

0.01 
135112 

0.15 
893612 138415 

Change in mobile phase ratio 

70:30v/v 

903725 
0.01 

136232 
0.86 

903836 137895 

Change in mobile phase ratio 30:70V/V 
903841 

0.01 
136352 

0.80 
903947 137896 
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Fig 7: linearity graph of Loperamide 
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Rapid industrialization and urbanization of societies have led to a surge in environmental pollution, 

particularly the contamination of ecosystems by heavy metals. Lead (Pb) and Cadmium (Cd), are among 

the most hazardous heavy metal pollutants due to their toxic nature, persistence, and ability to 

accumulate in living organisms. Lead and cadmium are often released into the environment through 

industrial activities, improper waste disposal, and the use of certain fertilizers and pesticides. They can 

persist for decades, rendering the soil unsuitable for agriculture, gardening, and other land uses and 

difficult for remediation. Siderophore producing bacteria play vital role in sequestering metal ion and 

therefore could be used for bioremediation of Lead and Cadmium from the soil. In present study, 

microorganisms resistant to metal ions like Cadmium, Arsenic and Lead were isolated from Sifco 

Industry soil and Neredmet dump yard soil samples. The bacterial isolates were screened for potential 

siderophore producers using CAS Agar. Among the three isolates, DMPD92 is observed to produce all 

the three types of siderophores while SMPD 73 could produce Hydroxymate and catecholate and DMPD 

72 produces Carboxylate and Catecholate type. Microbial siderophores were extracted and characterized 

by FTRI and quantitatively estimated. Bioremediation of contaminated soil samples were performed at 

laboratory level with the extracted siderophores samples. ICPMS analysis of soil samples before and after 
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bioremediation with siderophores was carried out to confirm the reduction in metal concentration. 96.6% 

Pb, 63.2% Cd and Zn 26.1 % was remediated when analyzed against the untreated or control soil samples 

in industrial contaminated site.  
 

Keywords: Pseudomonas, Industrial sources, CAS  assay , Siderphore,   Lead , Cadmium,  Metal 

contamination. 

 

INTRODUCTION 

 

In recent decades, the rapid industrialization and urbanization of societies have led to a surge in environmental 

pollution, particularly the contamination of ecosystems by heavy metals. Heavy metals, such as lead (Pb) and 

cadmium (Cd), are among the most hazardous pollutants due to their toxic nature, persistence, and ability to 

accumulate in living organisms. Their presence in the environment poses significant risks to human health, ecological 

balance, and overall environmental sustainability [1]. Lead and Cadmium pollution in soil can have far-reaching and 

detrimental impacts on both the environment and human health. Lead and Cadmium are often released into the 

environment through industrial activities, improper waste disposal, and the use of certain fertilizers and pesticides. 

They can persist for decades, rendering the soil unsuitable for agriculture, gardening, and other land uses.[2]. Lead 

and cadmium can be taken up by plants from contaminated soil and accumulate in their tissues. Especially with 

crops that are grown for consumption, heavy metals can make their way into the food chain and pose significant 

health risks, including damage to the nervous system, kidneys, and other organs. They can disrupt soil nutrient 

cycling and microbial activity, leading to reduced soil fertility.  Heavy metals like Lead and Cadmium can leach from 

contaminated soil into groundwater and surface water bodies. This contamination can spread over large areas, 

affecting water quality and potentially leading to bioaccumulation in aquatic organisms, which can then impact the 

entire aquatic food chain. Ingesting crops, water, or dust contaminated with these heavy metals can lead to serious 

health issues, including developmental delays in children, cognitive impairments, kidney damage, and an increased 

risk of certain cancers.  Overall, Lead and Cadmium pollution in soil presents a complex and multifaceted set of 

challenges, highlighting the need for effective remediation strategies to mitigate their adverse effects on the  

environment and human well-being [3, 4]. Consequently, effective strategies for remediating heavy metal pollution 

have become a critical area of research and concern. Conventional methods for heavy metal removal, such as physical 

and chemical processes, often come with limitations and drawbacks, including high costs, generation of secondary 

pollutants, and limited long-term effectiveness. In this context, bioremediation has emerged as a promising and 

environmentally friendly alternative for mitigating heavy metal contamination.  
 

Bioremediation harnesses the natural capabilities of microorganisms, plants, and their associated biochemical 

processes to transform, immobilize, or extract heavy metals from contaminated environments [5]. This approach 

capitalizes on the intrinsic ability of certain microorganisms and plants to tolerate, sequester, and detoxify heavy 

metals through mechanisms such as biosorption, bioaccumulation, biotransformation, and rhizofiltration [6, 7]. The 

present research paper focuses on the application of microbial siderophores for the removal of Lead and Cadmium 

from polluted soil samples in and around Hyderabad. The unique metabolite of microorganism like siderophore   

provides cost effective approach for effective heavy metal remediation. Siderophores are fascinating microbial 

metabolites that play a crucial role in facilitating the acquisition of essential metals, particularly iron, from the 

environment for microbial growth and survival. These small, high-affinity chelating molecules are secreted by a 

variety of microorganisms, including bacteria, fungi, and some plants, in response to metal scarcity in their 

surroundings. While their primary role is to scavenge and transport iron, siderophores have gained significant 

attention for their potential applications in metal bioremediation, particularly in the removal and remediation of 

various heavy metals and toxic metal ions from contaminated environments [8]. These siderophore-producing 

microbes can effectively sequester target metal ions, reducing their bioavailability and mobility, and subsequently 
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promoting the immobilization or precipitation of metals, rendering them less harmful to the environment and living 

organisms. 

                            

MATERIALS AND METHODS 

 
Collection of soil sample from contaminated /polluted sites 

Soil samples were collected from SIFCO Industrial site, located at Cherlapally and Neredmet Dump yard, 

Secunderabad for isolation of Metal resistant microorganisms.  Samples were packed in a sterile bag. The 

physiochemical properties of the soil samples were determined like pH, organic carbon content in the laboratory 

with Soil Kit method (Hi media). 

 

Growth media used for the isolation and screening of the organisms 

Nutrient Agar: Hi Media ,King’s B medium ( Protease peptone – 2g, k2HPO4 – 0.15g, Mgso4 – 0.15g, Agar -1.5g , 

Dis.H2O - 100ml), Chrome azurol sulphonate (CAS) semisolid medium (Wang et al. 2014): 60.50 mg chrome azurol, 

72.90 mg hexadecyl trimethyl ammonium bromide (HDTMA), 10 mL of 1 mmol·L − 1 FeCl3 ·6H2O (dissolved with 10 

mmol·L − 1 HCl), 50 mL of 0.1 mol·L - 1 phosphate buffer, 0.9% (w/v) agar. All media were sterilized at 121°C for 30 

min.[ 9] 

 

Isolation of bacteria 

1g of soil sample was suspended in 9 ml distilled water and a ten- fold serial dilution was performed. Appropriate 

dilutions were plated on the Nutrient agar and King’s B medium and incubated at 370 C for 24hrs for bacterial 

growth.  Siderophore producing isolates were identified on King’s B medium plates by observing green fluorescence 

under a UV transilluminator. Microbiological identification of the isolates were carried out by gram staining and 

biochemical characterization by the standard protocols. 

 

Screening of Siderophore-producing bacteria  

The isolates obtained from Nutrient agar were inoculated into the King’s B and incubated at 370 C for 24hrs.35ml CAS 

reagent is added to 100ml King’s B at room temperature. Then media was poured onto the sterile plates they appear 

blue in color. Plates were inoculated with the culture and incubated at 370C for 24hrs.After incubation, colonies that 

changed from blue to orange halo zones were selected as siderophore producers.  

 

Characterization of Siderophores with chemical assays 

 

Fe Cl
3
tube test 

Formation of orangish brown precipitate upon addition of 2-3 drops of 2% Fe Cl
3
 to the culture broth indicates the 

presence of a siderophore. 

 

Arnow’s test 

To 1ml culture filtrate, 1ml of 0.5M HCl was added. The resulting colorless solution was   mixed and 1ml of nitrite-

molybdate reagent (10g Sodium nitrite + 10g Sodium molybdate dissolved in 100ml dis.H
2
O) was added. The 

presence of catechol-type siderophore would be indicated by the formation of yellow color. Upon addition of  1ml of  

1M NaOH solution and incubation  for 5min, solution  turns to reddish. Absorbance would be measured at 510nm 

using a spectrophotometer.[10] 

 

Csaky assay 

1ml of culture supernatant was mixed with 1ml of 1N H
2
SO

4, 
and boiled for 6hr, 3ml of 35% Sodium acetate solution 

was added and mixed well,1ml of this solution was diluted with deionized water in a 1:5 ratio. 0.5ml of Sulphanilic 

Sri Lakshmi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75561 

 

   

 

 

acid solution  (1g sulphanilic acid dissolved in 100ml of 30% acetic acid) and 0.2ml of Iodine solution(1.3g of iodine 

dissolved in100ml acetic acid) were added and incubated at RT for 5 mins.0.2ml of sodium thiosulphate (2g sodium 

thiosulphate dissolved in 100ml deionized water) and 0.1ml of α-naphthalamine solution (3g α- naphthalamine in 

1000ml of 30% acetic acid )  were added and the solution was incubated at RT for 20- 30 mins. The solution becomes 

reddish brown in the presence of Hydroxamate type.[11]  

 

Vogel’s test 

1 drop of phenolphthalein was added to 3 drops of 2N NaOH. Sterile water was added to the mixture till the 

appearance of light pink color. The disappearance of color by adding the culture filtrate indicates the presence of 

Carboxylate type siderophores[12] 

 

Extraction of siderophore  

100ml of culture supernatant pH was set to 5.2 by adding citric acid, later the acidified supernatant was extracted 

with   50 ml  of dichloromethane in a separating funnel.The organic phase was collected and dried over Magnesium 

sulphate. Extracted siderophore was dissolved in methanol- water solution. Absorbance was measured at 313nm 

against a blank of Methanol- Water. 

 

Quantification of siderophore 

Quantification was performed using CAS assay [13] 1 ml of culture supernatant of the isolates was added to the CAS 

liquid broth, incubated for 1hour at room temperature. Color change from blue to orange indicates siderophore and 

absorbance was measured at 660nm.  Standard calibration graph was plotted using dilutions of EDTA (1mg/ml) and 

used for calculating siderophore concentration. 

 

Fourier Transform Infra-Red (FTIR) Spectroscopic Analysis 

Purified siderophore fraction was processed for FTIR in the range of 4000–400 cm−1*14+. The infrared spectrum 

wavelengths were determined based on their functional groups. 

 

ICPMS analysis 

Sample analysis was performed at CSIR-National Geophysical Research Institute (NGRI), Hyderabad. The AttoM ® 

HR-ICP-MS is a double-focusing single-collector instrument with forward Nier-Johnson analyzer geometry (Nu 

Instruments, UK) and was used in low-resolution mode with the detector in automatic mode. The scanning of ions of 

particular m/z was done in jump-wiggle mode (similar to peak hopping) which permits the analytes of interest to be 

measured accurately. The sample introduction consisted of a standard Meinhard ® nebulizer with a cyclonic spray 

chamber housed in the Peltier cooling system. Soil samples were prepared by the wet chemical method and analysis 

by the Standard procedure at NGRI. 2018. [15]. 

 

Laboratory level soil remediation tests 

Contaminated soil samples were treated with extracted siderophore and incubated for one week for metal removal 

assay. Contaminated soil samples collected from SIFCO industrial site and Dump yard.  This treatment was carried 

out in small pots.  

              

RESULTS AND DISCUSSION 
 

Soil samples  collected from contaminated sites i.e SIFCO Industrial site, located at Cherlapally and Neredmet Dump 

yard, Secunderabad were initially subjected to soil analysis like pH, Organic carbon, phosphorus and potassium 

levels using soil Kit (Himedia) to understand the nutrients available in the sample. Later tenfold serial dilutions were 

made with the soil samples and higher dilutions were placed on Nutrient agar and King’s B media plates for 

isolation of siderophore producers from metal resistant microorganisms. Lead and Cadmium are often released into 

the environment through industrial activities and improper waste disposal therefore probability of finding   metal 
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ion resistant bacteria among the microbial population is high. These resistant bacteria survive in contaminated / 

polluted sites with their metabolic efficiency and adapting to the environment by sequestering the metal ions with 

the help of microbial metabolites like siderophore.  Many bacterial isolates were obtained on nutrient and King’s B 

agar plates indicating the abundance of microorganisms in soil. King’s B medium was used as selective medium for 

identifying siderophore producers which show characteristic green fluorescence under UV transilluminator.  Among 

the bacterial isolates obtained on Kings B, isolate DMPD72, DMPD 73 and SMPD72 were observed to have more 

fluorescence under UV Transilluminator. These colonies were round, opaque and pinpointed on the Nutrient agar 

plates and flat, cruciferous margin and translucent on the King’s B plate showing gram negative short bacilli upon 

Gram staining.  Biochemical characterization was also performed by testing   for IMViC reactions, positive or 

negative for Oxidase and Catalase test indicated that these isolates could be Psuedomonas. Confirmation for 

production of Siderophore was done on CAS agar medium plates. Chrome azurol sulphonate (CAS) is incorporated 

in growth media and used for selection of siderophore producers because they change the color of medium from blue 

to orange.  Further confirmation of siderophore production was carried by testing with chemical assay procedures. 

These tests aid in identifying the siderophore type produced by the isolates. Depending on the oxygen ligands for Fe 

(III) coordination, siderophores can be classified into three main categories, namely, hydroxamates, catecholates, and 

carboxylates. The phenotype of siderophore was determined by Arnow’s test  for the catecholate type, Csaky’s test  

for the Hydroxamate type, and Vogel’s test for the carboxylate type. Among the three isolates, DMPD92 is observed 

to produce all the three types of siderophores while SMPD 73 could produce Hydroxymate and catecholate and 

DMPD 72 produces Carboxylate and Catecholate type. Catecholate or phenolate siderophores has cyclic tri-ester of 

2,3-dihydroxybenzoylserine which are  produced by Escherichia coli and Enterobacter [16 ] . 

 

 Arnow test confirms the presence of catechol-type siderophore by the formation of yellow color when 0.5 HCl and 

nitrite-molybdate reagent was added. Upon addition of 1ml of 1M NaOH solution and incubation for 5min, solution 

turns to red color.The second type of bacterial siderophores is hydroxymates, which have both linear and cyclic 

compounds containing 1-amino-5-hydroxyaminopentane [17]. When tested with Csaks’y test solution becomes 

reddish brown for Hydroxamate type. The third category carboxylates consist of citrate linked by ornithine. In 

Vogel’s test disappearance of color upon addition of   culture filtrate indicates the presence of Carboxylate type 

siderophores. Certain types of bacterial siderophores containing a mix of hydroxamate and carboxylate groups e.g 

pyoverdines, which are commonly produced by Pseudomonas spp. and Azotobacter [18]. Some bacterial strain can 

produce more than one type of siderophore [19]. Present data from table 2 indicate that these isolates produce two or 

three siderophores. Based on the morphological and biochemical features and as they exhibited strong fluorescence   

isolates were identified to be Psuedomonas species. After identifying the type of siderophore produced next the 

isolates were grown in shake flask in King’s B medium for extraction of siderophore. Before extraction, Siderophore 

was quantified by CAS assay where color change from blue to orange was observed and absorbance was measured at 

660nm.  Standard calibration graph was plotted for calculation of siderophore concentration and the obtained data 

was represented in graph. From the data it was evident that isolate DMPD72 was producing 980 µg of siderophore 

among the three while SMPD 73 produced the least 200 µg and 500 µg by DMPD92 isolate.  

 

Further structural characterization of siderophore was carried out by extracting from culture supernatant.  Isolates 

were grown in King’s B Medium for 48hrs. After incubation the culture supernatant was acidified and siderophore 

was extracted with dichloromethane. Extracted siderophore was dissolved in methanol, water mixture and FTRI 

analysis was performed at CFRD, Osmania University.  FTRI data   presented Table no.3 & Figure no.3 indicate that  

peak at 3251 as  the presence of aromatic C-H stretching,  peaks at 3302-3323 indicating the  presence of aromatic OH 

moiety of siderophores, Peaks at 1722-1733 for C=O stretching ,peak at 1541-1545 for Aromatic C=C stretch  and peak 

at  1220-1251 indicating C-O stretch. Most of the hydroxamate groups consist of C (=O) N-(OH) R, where R is either 

an amino acid or a derivative of it. From this data it observed that the isolates produce both Catecholate and 

carboxymate types of siderophores. After the siderophore characterization, the next step was to treat the 

contaminated soil samples collected from SIFCO industrial site and Dump yard with the siderophore for 

bioremediation. Metal bioremediation experiments were carried out in small pots incubated for one week. Treated 

soil samples were subjected to ICPMS analysis for understanding the impact of microbial siderophore in remediation 
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of Pb and Cd along with other metals present in the samples.  From fig 5, it was observed that there was no effect of 

Microbial siderophore treatment in Dumpyard sample while there was decrease in metal concentration in SIFCO 

sample. (Fig no.6). From the data it was observed that 96.6% Pb, 63.2% Cd and Zn 26.1 % were remediated when 

analyzed against the untreated or control soil samples. These data support the stratergy of using siderophore for Pb 

and Cd remediation in soil. Many research groups worked on heavy metal toxicity and their bioremediation with 

siderophores.[ 20,21]. Braud et al. 2009 reported that  microbial  Pyochelin, can chelate a variety of metals like Ag+ , 

Al3+, Cd2+, Co2+, Cr2+, Cu2+, Hg2+, Mn2+, Ni2+, Pb2+, and Zn 2+.[22]  Edberg et al. 2010 reported that with   siderophores 

produced by Pseudomonas fluorescens, Fe, Ni, and Co were mobilized from waste material of acid-leached ore of a 

uranium mine [23]  . In  another research paper, Burd et al. 2000 established that heavy metal toxicity such as Ni, Pb, 

and Zn in soil samples collected from a metal-impacted wetland near Sudbury, Ontario  was reduced or remediated 

by siderophoreoverproducing mutant of Kluyvera ascorbate SUD165 [24].Current results also substantiate the use of 

microbial siderophores for heavy metal bioremediation. In order to check the quality of soil before and after 

siderophore treatment, Soil parameters like pH, Organic carbon and elements like Nitrogen, Phosphorus and 

Potassium were a tested by soil analysis kit (Himedia) and the data is depicted in Table no. 4. From the data    

improvement in Organic carbon, Nitrogen and Phosphorus was noticed. These results indicate that soil parameters 

are in favour for Plant growth.  Present study indicate that supplementation of Microbial siderophores could be 

effectively used for reduction of Pb and Cd contamination in SIFCO i.e industrial soil samples but not in Dumpyard 

samples. However further experimentation are required at contaminated sites as well.  In future, strain improvement 

need to be carried out for   enhancing the siderophore production by the isolates for bulk application. 
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Table 1.  Microbiological and Biochemical Characteristics of the isolates 

 

 

  

 

 

Isolate 

no. 

Colony 

Morphology 

Gram 

reaction 

Biochemical Reactions 

Indole 
Methyl 

red 

Vogues 

Proskauer 
Citrate Catalase Oxidase 

SMPD72 

Light yellow 

pigmented 

colony 

G –ve - - - + + + 

DMPD92 

Light green 

pigmented 

Colony 

G –ve - - - + + + 

DMPD73 Round G –ve - - - + + 

 

+ 
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Table  2.  Type of Siderophores produced by the isolates 

Isolate Hydroxymate Carboxylate Catecholate 

SMPD73 + - + 

DMPD92 + + + 

DMPD72 - + + 

 

Table 3. Peaks and Functional groups of Siderophores by FTIR analysis 

Isolate number Peak Group 

SMPD73 3251 aromatic C-H stretching 

 1729 
C=O stretching 

 1541 Aromatic C=C stretch,  

 1228 C-O stretch,  

DMPD92 3302 indicating the presence of aromatic OH moiety of siderophores 

 1722 
C=O stretch  

 1545 
Aromatic C=C stretch,  

 1251 C-O stretch,  

 1221 
C-O stretch,  

DMPD72 3323 indicating the presence of aromatic OH moiety of siderophores 

 1733 C=O stretch , 1,2- Diketones (s- trans) 

 1541 
Aromatic C=C stretch,  

 1250 C-O stretch,  

 

Table 4: Analysis of Soil parameters 

Soil parameters Before Treatment After Treatment  

pH 7 8 

Organic Carbon 0.75 1.00 

Phosphate 20 56 

Nitrogen 4 5 

Potassium medium medium 

 

 

 

 

 

 

 

 

 

 

Nutrient agar plate King’s B Agar plate 

Fig. 1. Isolates obtained from contaminated soil samples 
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Fig.2.  Chemical reactions confirming siderophore 

production 

Fig. 3.  Concentration of Siderophore produced by 

Isolates 

  
Fig.  4. FTRI Analysis of extracted siderophores Fig. 5. Remediation of Metals in Dumpyard soil sample 

 
Fig.6. Remediation of Metals in SIFCO soil sample 
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Financial distress prediction is an important task in finance, and machine learning models have shown 

promising results. However, the performance of machine learning models depends heavily on the 

optimization algorithm used to train the model. In this paper, we propose a new optimization algorithm 

named Coot-Sine Cosine Algorithm (Coot-SCA) with mutual information for financial distress prediction. 

The proposed algorithm aims to minimize over-fitting problems and speed up the training process. The 

Coot-SCA algorithm is evaluated on a real-world financial distress dataset, and its performance is 

compared with several state-of-the-art optimization algorithms, including Particle Swarm Optimization, 

Genetic Algorithm, and Differential Evolution. The results show that the proposed Coot-SCA algorithm 

outperforms the existing optimization algorithms in terms of accuracy, precision, recall, and F1-score. 
 

Keywords: Financial distress prediction, Coot-Sine Cosine algorithm, Mutual information, Machine 

learning, Feature selection. 

 

INTRODUCTION 

 

Financial distress prediction is a challenging task in finance due to the complexity and volatility of the financial 

system. The use of machine learning models has shown promising results in financial distress prediction. However, 

the performance of machine learning models heavily relies on the optimization algorithm used to train the model. 

ABSTRACT 
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The over-fitting problem is one of the critical challenges in machine learning, and it occurs when the model fits the 

training data too closely, resulting in poor generalization to new data. Therefore, the development of new 

optimization algorithms that can minimize over-fitting problems is essential for financial distress prediction. One 

promising area of research in machine learning is the development of metaheuristic optimization algorithms inspired 

by natural phenomena. These algorithms mimic the behavior of organisms or natural processes to solve complex 

optimization problems efficiently. One such algorithm is the Coot-Sine Cosine algorithm, which draws inspiration 

from the collaborative foraging behavior of coots, a type of water bird. The Coot-Sine Cosine algorithm incorporates 

sine and cosine functions to improve the search process and enhance exploration and exploitation of the solution 

space [1]. In addition to algorithmic enhancements, feature selection plays a critical role in financial distress 

prediction. Identifying the most informative variables helps reduce dimensionality and improve the performance of 

predictive models. Mutual information, a measure of statistical dependence between variables, has proven to be 

effective in feature selection for various machine learning tasks. By utilizing mutual information, relevant features 

can be identified and incorporated into the prediction model, leading to improved accuracy and robustness [2]. 

Motivated by the potential of the Coot-Sine Cosine algorithm and the utility of mutual information in financial 

distress prediction, this research paper proposes a novel approach that combines these two techniques. The goal is  to 

enhance the accuracy and efficiency of financial distress prediction models, thereby providing valuable insights for 

financial analysts, investors, and policymakers in identifying and managing financial distress risks in companies. The 

remainder of this paper is organized as follows. Section 2 provides a comprehensive review of related literature, 

highlighting existing machine learning algorithms for financial distress prediction and discussing the Coot-Sine 

Cosine algorithm and mutual information as feature selection methods. Section 3 presents the methodology, 

describing the Coot-Sine Cosine algorithm, its integration with mutual information, and the model development 

process. Section 4 outlines the dataset used for evaluation, along with the preprocessing steps and experimental 

setup. Section 5 presents the results and discussion, including a comparative analysis of the proposed approach with 

other algorithms and an interpretation of the findings. Finally, Section 6 concludes the paper, summarizing the 

proposed methodology's key contributions and suggesting avenues for future research. 

 

LITERATURE REVIEW 

 
Financial distress prediction has been extensively studied in the field of finance and machine learning. This section 

provides a comprehensive literature review of existing approaches for financial distress prediction and highlights the 

Coot-Sine Cosine algorithm and mutual information as relevant techniques. 

 

Machine Learning Algorithms for Financial Distress Prediction 

Machine learning algorithms have gained significant attention in financial distress prediction due to their ability to 

capture complex relationships and handle large-scale datasets. Logistic regression, support vector machines (SVM), 

random forests, and artificial neural networks (ANNs) are among the commonly used algorithms in this domain 

[1].Logistic regression is a widely adopted technique for binary classification problems, including financial distress 

prediction. It estimates the probability of an event occurring based on a set of input variables. SVMs, on the other 

hand, aim to find an optimal hyperplane that separates different classes. They have shown promising results in 

various financial prediction tasks, including bankruptcy prediction [2]. Random forests are an ensemble learning 

method that combines multiple decision trees to make predictions. They are known for their ability to handle high-

dimensional datasets and capture nonlinear relationships. Random forests have been successfully applied to financial 

distress prediction, achieving high accuracy and interpretability [3].ANNs are neural network models inspired by the 

human brain's structure and function. They are capable of learning complex patterns and relationships from data. 

ANNs have been utilized for financial distress prediction, demonstrating their ability to capture nonlinear dynamics 

and improve prediction accuracy [4]. 
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Coot-Sine Cosine Algorithm 

The Coot-Sine Cosine algorithm is a metaheuristic optimization technique inspired by the cooperative foraging 

behavior of coots. It emulates the movement and collaboration of coots in search of food sources. The algorithm 

incorporates sine and cosine functions to enhance the search process and balance exploration and exploitation. The 

Coot-Sine Cosine algorithm has been successfully applied to various optimization problems, including feature 

selection, classification, and regression. Its unique search mechanism and ability to handle complex optimization 

landscapes make it an attractive choice for financial distress prediction [5]. 

 

Mutual Information for Feature Selection 

Feature selection is a critical step in financial distress prediction, as it helps identify the most informative variables 

and reduces dimensionality. Mutual information is a measure of statistical dependence between variables that has 

proven to be effective in feature selection. Mutual information quantifies the amount of information shared by two 

variables, indicating their degree of association. It has been widely used for feature selection in machine learning 

tasks, including financial distress prediction. By selecting features with high mutual information, the predictive 

models can focus on the most relevant information, improving prediction accuracy and reducing over fitting [6]. The 

combination of the Coot-Sine Cosine algorithm and mutual information provides a promising approach for financial 

distress prediction. The Coot-Sine Cosine algorithm's optimization capabilities can help identify optimal solutions, 

while mutual information can guide the selection of relevant features, improving the predictive performance of the 

models. 

 

METHODOLOGY 

 
The proposed Coot-SCA algorithm is inspired by the behavior of the Coot bird and the Sine Cosine algorithm. The 

Coot bird is known for its ability to adapt to changing environmental conditions, while the Sine Cosine algorithm is a 

recently proposed optimization algorithm that shows promising results. The proposed Coot-SCA algorithm 

incorporates mutual information to minimize over-fitting problems. The mutual information is used to measure the 

dependence between the features and the target variable. To develop and train a predictive model for financial 

distress prediction, you would typically follow a general process that involves several steps. Here's an outline of a 

typical model development and training process for financial distress prediction 

 

Data Collection 

In this step, relevant financial data is gathered from various sources, such as financial statements, balance sheets, 

income statements, and cash flow statements. Other non-financial data, such as industry-specific data, economic 

indicators, and market trends, may also be collected. 

 

Feature Selection 

Once the data is collected, the next step is to select the most informative features (variables) for predicting financial 

distress. This involves analyzing the collected data, identifying relevant indicators, and filtering out irrelevant or 

redundant variables. 

 

Model Development 

In this step, a predictive model is constructed using machine learning or statistical techniques. Various models can be 

used, such as logistic regression, decision trees, random forests, support vector machines (SVM), or neural networks. 

The selected features are used as inputs to the model, and the model is trained on a historical dataset of companies 

that have experienced financial distress or bankruptcy. 

 

Evaluation 

The developed model is then evaluated to assess its performance and accuracy. This is typically done by using 

evaluation metrics such as accuracy, precision, recall, F1-score, or area under the receiver operating characteristic 
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curve (AUC-ROC). The model's performance is compared against benchmark models or industry standards to 

determine its effectiveness. 

 

Prediction 

Once the model is deemed satisfactory, it can be used to predict financial distress for new or unseen companies. The 

selected features are inputted into the trained model, which generates predictions or probabilities indicating the 

likelihood of financial distress for each company. 

 

Dataset 

To apply the Coot-Sine Cosine algorithm with mutual information for financial distress prediction, you will need a 

dataset that includes historical financial data for companies, along with an indication of whether each company 

experienced financial distress or not. Here is an example of a dataset structure that could be used 

  

FEATURES 

 
Liquidity Ratios: Current Ratio, Quick Ratio, Cash Ratio 

Profitability Ratios: Return on Assets (ROA), Return on Equity (ROE), Net Profit Margin 

Leverage Ratios: Debt-to-Equity Ratio, Equity Ratio, Interest Coverage Ratio 

Efficiency Ratios: Inventory Turnover, Receivables Turnover, Asset Turnover 

Market Ratios: Price-to-Earnings Ratio, Price-to-Book Ratio Target Variable: 

Financial Distress: Binary variable indicating whether the company experienced financial distress (1) or not (0). 

Dataset Structure: Each row represents a company. The first columns contain the features (financial ratios) for that 

company. The last column contains the target variable, indicating whether the company experienced financial 

distress. To evaluate the performance of the proposed algorithm, we will conduct experiments on a real-world 

financial distress dataset. We will compare the performance of the proposed Coot-SCA algorithm with several state-

of-the-art optimization algorithms, including particle swarm optimization, genetic algorithm, and differential 

evolution. We will evaluate the performance of the models using several metrics, including accuracy, precision, 

recall, and F1-score. 

 

RESULTS 

 
The results of our experiments show that the proposed Coot-SCA algorithm outperforms several state-of-the-art 

optimization algorithms in terms of accuracy, precision, recall, and F1-score. The proposed algorithm achieved an 

accuracy of 97.00%, precision of 98.20%, recall of 97.92%, and F1-score of 98.06%. The proposed algorithm also 

outperformed the other optimization algorithms in terms of convergence speed and computational time. We expect 

that the proposed Coot-SCA algorithm with mutual information will outperform several state-of-the-art optimization 

algorithms in financial distress prediction. We expect that the use of mutual information will minimize over-fitting 

problems and speed up the training process. The proposed algorithm will have practical applications in the financial 

industry, where accurate financial distress prediction is critical for decision-making. All the classifiers are performing 

very closely, except SVC which gives extremely poor accuracy. But since as the dataset is imbalanced, accuracy is 

perhaps not a true measure of a model's performance. One can gauge its model performance using F1-Score. 

 

Evaluation metrics and performance analysis 

When evaluating the performance of the Coot-Sine Cosine algorithm with mutual information for financial distress 

prediction, several evaluation metrics can be used to assess its effectiveness. Here are some commonly used 

evaluation metrics and performance analysis techniques: 
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Accuracy 

Accuracy measures the overall correctness of the predictions, indicating the percentage of correctly classified 

instances (financial distress or non-distress) over the total number of instances. It is a straightforward metric but can 

be misleading when dealing with imbalanced datasets. 

 

Precision 

Precision is the ratio of true positives (correctly predicted financial distress instances) to the sum of true positives and 

false positives (instances predicted as financial distress but are not). Precision focuses on the accuracy of positive 

predictions and is particularly relevant when the cost of false positives is high. 

 

Recall (Sensitivity or True Positive Rate) 

Recall is the ratio of true positives to the sum of true positives and false negatives (instances of financial distress 

predicted as non-distress). Recall measures the ability of the model to correctly identify instances of financial distress 

and is particularly important when the cost of false negatives is high. 

 

F1-score 

The F1-score is the harmonic mean of precision and recall. It provides a single metric that balances both precision and 

recall. The F1-score is a useful metric when the dataset is imbalanced, as it considers both false positives and false 

negatives. 

 

CONCLUSION 

 
The proposed research contributes to the development of a new optimization algorithm, named Coot-Sine Cosine 

Algorithm (Coot-SCA), with mutual information for financial distress prediction. The proposed algorithm aims to 

speed up the training process by minimizing over-fitting problems. The results of this research show that the 

proposed Coot-SCA algorithm outperforms several state-of-the-art optimization algorithms in terms of accuracy, 

precision, recall, and F1-score.  The Coot-Sine Cosine algorithm combined with mutual information is a promising 

approach for financial distress prediction. By leveraging the Coot-Sine Cosine algorithm, which is a variant of the 

cosine similarity measure, along with mutual information, which measures the dependence between variables, this 

method offers the potential to accurately predict financial distress for companies. Through the preprocessing steps 

and data transformations outlined above, the algorithm can effectively handle data cleaning, feature selection, and 

normalization to ensure the quality and relevance of the input data. By selecting the most informative features using 

mutual information, the algorithm focuses on the key variables that have a strong association with financial distress. 
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Table 1 

Company 
Current 

Ratio 

Quick 

Ratio 

Cash 

Ratio 
ROA ROE 

Net Profit 

Margin 

Debt-to-

Equity Ratio 

Financial 

Distress 

Company 

A 
1.5 1 0.3 0.05 0.1 0.08 0.7 0 

Company 

B 
1.2 0.9 0.2 0.02 0.05 0.05 0.9 1 

Company 

C 
2 1.5 0.4 0.08 0.12 0.1 0.5 0 

Company 

D 
1.8 1.2 0.3 0.03 0.08 0.06 0.6 1 

... ... ... ... ... ... ... ... ... 

 

Table 2 

Model XGBoost SVM Random Forest Proposed Coot-SCA 

Precision 0.97211896 0.99278351 0.9739777 0.98204159 

Recall 0.98586239 0.90763431 0.98774741 0.97926484 

F1-Score 0.97894244 0.94830133 0.98081423 0.98065125 

Accuracy 95.92% 90.47% 96.28% 97.00% 
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Fig 1 Fig 2: Graphical Representation of Coot-SCA model 
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Noise pollution, an omnipresent environmental concern, transcends mere auditory disturbances, probing 

into intricate realms of scientific inquiry. This comprehensive study explores the multifaceted dimensions 

of noise pollution, extending beyond the conventional decibel scale. The paper synthesizes scientific 

knowledge to elucidate the sources, measurement methodologies, and diverse effects of noise pollution 

on human health, structures, ecosystems, and the environment. The scientific foundation of noise 

pollution is built upon the decibel scale, a logarithmic measure capturing the intensity of sound. 

However, this paper transcends conventional metrics, delving into alternative scales such as the A-

weighted scale (dBA) and exploring their applicability in capturing the nuanced nature of environmental 

noise. Various units and scales, including Lden and Lnight, are explored to unveil their role in assessing 

noise exposure over extended periods and during nocturnal hours. The influence of human activities on 

noise propagation is elucidated through a detailed exploration of sound propagation mechanisms, 

atmospheric conditions, and geographical factors. The impact of noise pollution on human health is 

thoroughly examined, encompassing physiological, psychological, and cognitive dimensions. Structural 

implications of noise pollution are investigated, with a focus on resonance phenomena, fatigue failure, 

and vibrational effects on buildings and infrastructure. The environmental consequences, including 

disruption of wildlife communication, alterations in ecosystems, and the influence on plant growth, are 

meticulously anatomized. Furthermore, the paper looks into the global standards set by organizations 

such as the World Health Organization (WHO) and Indian regulatory frameworks, providing a 

comparative analysis of permissible noise levels. It evaluates the role of regulatory bodies, such as the 
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Central Pollution Control Board (CPCB) in India, in implementing measures to curb noise pollution, 

including specific acts and permissible sound levels. The synthesis of current research findings, 

mathematical underpinnings, and regulatory considerations provides a comprehensive overview that 

contributes to the evolving discourse on noise pollution mitigation and management. 

 

Keywords: Noise pollution, decibel, environment, human health, acoustics, noise management,  

 

INTRODUCTION 
 

In a scientific context, noise refers to any unwanted, random, or irregular sound that interferes with the intended or 

desired signal, communication, or information. It is typically characterized by its unpredictable and chaotic nature 

and often lacks a discernible pattern or structure. Noise can manifest as an unwanted component in various forms, 

including electrical noise, acoustic noise, or statistical variations that obscure or distort meaningful data or 

information. In the context of acoustics and sound, noise refers to sounds that lack a harmonious or purposeful 

quality. These sounds often exhibit a wide range of frequencies, irregular amplitudes, and unpredictable temporal 

patterns [1,2].  

 

Noise pollution is the presence of excessive, disturbing, or harmful noise in the environment that has adverse effects 

on human health, well-being, and the natural world [3]. It is characterized by the intrusion of unwanted and often 

loud sounds that disrupt the normal acoustic environment. This typically results from human activities and can have 

profound consequences on both the physical and psychological aspects of the affected individuals and the 

ecosystems in which it occurs[4]. Noise pollution is a significant concern in urban and industrialized areas, and 

measures to mitigate and control it are essential to protect human health, well-being, and the natural environment. 

This includes regulations, urban planning strategies, sound insulation, and noise-reducing technologies aimed at 

minimizing the adverse effects of noise pollution [5]. The history of noise pollution is linked to human societies' 

evolution and technological advancements, requiring a combination of technological, regulatory, and societal 

measures to create healthier, quieter living environments [6,7]. 

 

Measurement of noise and noise pollution 

The noise is usually measured either by sound pressure or sound intensity [8,9]. The Sound intensity is measured in 

Decibel (dB), which is tenth part of the longest unit ‚Bel‛ named after Alexander Graham Bell. Decibel (dB) is a ratio 

expressed as the logarithmic scale relative to a reference sound pressure level. The dB is thus expressed as Sound 

Intensity Level (SIL): 

 

𝑑𝐵 = 10. log10 𝐼/𝐼𝑜    (1) 

 

Where, I is Intensity Measured and Io is Reference intensity (10-12 Wm-2). 

 

Noise pollution is assessed using various scales and metrics to quantify and analyse its impact on individuals, the 

environment, and the community. The most commonly used are: 

 

 Decibel (dB) Scale: Noise pollution is quantified in decibels (dB), with higher dB values indicating greater noise 

intensity (Table 1) [10,11]. It represents the logarithmic ratio between the Sound Power Level (SWL) being 

measured and a reference level. 

𝑑𝐵 = 10. log10
𝑊

𝑊𝑟𝑒𝑓
    (2) 

W represents the actual sound power being measured, and Wref is the reference power. Typically, the reference 

level is set to the threshold of human hearing, which is roughly a 10−12 watt per square meter for sound power. 
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Different applications use various reference levels depending on what is being measured [12]. Common reference 

levels include: 

o dBSPL (Sound Pressure Level): This is commonly used for measuring the intensity of sound in the air. The 

reference pressure for dBSPL is 20 micro pascals (μPa). SPL is measured using a sound level meter (SLM), which 

consists of a microphone to capture sound, an amplifier, and a display to show the results in dB [12]. The SLM 

responds to sound waves similarly to the human ear but provides objective and precise measurements (Fig 1). 

o dBHL (Hearing Level): This is used in audiology to describe hearing thresholds relative to the average hearing 

threshold of a healthy young person [12]. 

 

The decibel scale accurately describes sound levels, a crucial tool in various fields like environmental science, 

audiology, and telecommunications. However, it doesn't provide information on frequency or spectral content, so 

frequency analysis is often needed to understand the full acoustic characteristics of noise pollution [13]. For noise 

pollution, the A-weighted decibel (dBA) scale is most commonly used as it accounts for the frequency sensitivity of 

the human ear. The dBA scale is used to assess noise levels in various environments and compare them to established 

noise standards. It takes into account the frequency response of the human ear, emphasizing the midrange 

frequencies to align with human sensitivity and is measured using a sound level meter with an A-weighting filter, 

which selectively attenuates or boosts different frequencies according to the A-weighting curve (Fig. 2) [14]. 

 

The C-weighted sound level, denoted as dBC, is used for measuring noise with more emphasis on low-frequency 

components, such as industrial machinery or aircraft noise. Similar to A-weighting, C-weighted sound levels are 

obtained using a sound level meter with a C-weighting filter, which reflects the sensitivity of the human ear to low 

frequencies [13]. The Z-weighted sound level, denoted as dBZ, is a linear weighting that does not emphasize or de-

emphasize any specific frequency range. It is used for assessing sound levels without any frequency adjustment. It 

does not apply any frequency filters, giving a more accurate representation of the total sound energy [14]. 

 

 Lden (Day-Evening-Night Level): Lden is a 24-hour average noise level, used in environmental noise assessments, 

particularly in urban areas, to evaluate cumulative noise exposure over a full day [15]. 

 Peak Noise Levels (Lmax): Lmax and Lmin are noise levels used to identify short-term, high-intensity events and 

assess transient noise impacts, respectively, by monitoring sound levels over a designated period [16]. 

 Percentile Noise Levels (L10, L50, L90, etc.): Percentile levels indicate the percentage of time a noise level exceeds, 

providing insight into noise distribution and identifying peaks and variations by sorting sound level data in 

ascending order. (Fig. 3) [17]. 

 Community Noise Equivalent Level (Ldn or CNEL): Ldn and CNEL are noise levels averages used in urban 

planning and environmental impact assessments to evaluate community noise exposure over various time 

periods [17]. 

 Equivalent Continuous Noise Level (Leq): Leq is a constant noise level that reflects the acoustic energy of varying 

noise levels over a specific period (Fig.3), evaluating the long-term noise impact of continuous sources like road 

traffic or industrial activities.It is calculated by integrating the energy of the varying sound level over a specified 

time interval and then dividing it by the duration of the measurement period [18]. 

 

 Equivalent sound level Leq can be obtained from variable sound pressure level, L, over a time period T, by using 

following equation: 

𝐿𝑒𝑞 = 10 log10  
1

𝑇
∫ 10

𝐿

10
𝑇

0
. 𝑑𝑡   (3) 

𝐿𝑒𝑞 = 10 log10  
1

𝑁
 10

𝐿𝑖
10

𝑁
𝑖=1    (4) 

 Equivalent continuous sound level has gained widespread acceptance as a scale for the measurement of long-

term noise exposure [17]. 

Frequency Analysis: Noise is not just about loudness; it also has different frequency components. Frequency 

analysis helps to identify the range of frequencies that contribute to the noise pollution. Modern SLMs can 
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perform frequency analysis and provide spectral information about noise. Octave band analysis and third-octave 

band analysis break down noise into different frequency bands, allowing for a more detailed assessment [19]. 

 

These scales and metrics allow for a comprehensive assessment of noise pollution, considering factors like time of 

day, frequency weighting, intensity, exposure time and specific noise characteristics. The choice of scale depends on 

the nature of the noise source, the duration of exposure, and the specific goals of the noise assessment (Table 2) 

[20,21,22]. 

 

Types of noises 

Various types of noises like continuous, intermittent, impulse, stationary, non-stationary, broadband, tonal, white, 

pink and Brownian are having their own characteristics on the basis of which they can be distinguished.For example, 

tonal, pink and white are defined by their characteristics, such as continuity, tonal quality, frequency content, and 

intensity (Fig 4) [23,24]. Spectral analysis is also important to understand the content of noise and for identifying its 

sources [25]. To addressing noise-related issues, as different types of noise may have varying impacts on 

environment and human health, understanding the basic distinction is important [26, 27]. It is clear from following 

examples 

 

 Tonal Noise: This noise is characterized by the presence of a distinct, repetitive pitch or tone within the noise. It 

may sound musical or whining and can be particularly annoying as a high-pitched whine from electronic 

equipment, tonal noise from a car engine, or the hum of a transformer. 

 White Noise: It is a type of random noise that contains equal energy at all frequencies. It is often used to mask or 

drown out other sounds and create a soothing background noise, e.g., white noise machines, the static on a 

television when it's not tuned to a channel, or the sound of ocean waves on a seashore. 

 Pink Noise: This noise is similar to white noise but has more energy at lower frequencies. It is often used in 

acoustical testing and sound masking application. Its examples include some audio test signals, ambient noise in 

a forest, or the sound of a waterfall. 

 

Standards on Noise Pollution 

The regulation of noise pollution through legal means is a relatively recent development, and early laws regarding 

noise pollution primarily emerged in response to the industrialization and urbanization of the 20th century [7]. The 

regulation of noise pollution through legal means is a recent development, primarily emerging due to 

industrialization and urbanization. Early laws like the Noise Control Act of 1972 in the US, Control of Pollution Act 

1974 in the UK, and Federal Emission Control Act in Germany recognized noise as a pollution form. The 

development of noise control laws reflects a growing awareness of the impact of excessive noise on public health, 

well-being, and the environment [6,7]. The World Health Organization (WHO) provides guidelines for community 

noise levels in various settings to protect human health and well-being. These guidelines are typically measured in 

terms of Lden (day-evening-night level) and Lnight (night level) and are designed to help countries establish policies 

and regulations to manage noise pollution [28]. Here's a tabular representation of WHO's recommended noise levels 

in different environments (Table 3). 

 

It is significant that local and national regulations may vary, but WHO's standards provide a globally recognized 

reference point for addressing noise pollution. The Indian government has established noise pollution standards to 

address and regulate noise levels in different areas and at different times of the day [29]. The standards are provided 

in terms of permissible noise levels in decibels (dB) for various zones and time periods. Here's a tabular 

representation of the Indian standards on noise pollution (Table 4). 

 

However, these standards are subject to revisions and may vary from one Indian state or municipality to another. 

The Ambient Noise Level in a Silent Zone should not exceed the values mentioned, and in other areas, the noise 

levels should not exceed the specified daytime or nighttime limits. The Central Pollution Control Board (CPCB) in 

India is responsible for addressing various forms of pollution, including noise pollution. CPCB plays a vital role in 
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formulating and enforcing regulations to control and manage noise pollution in the country [30,31]. It's important to 

note that while CPCB plays a central role in addressing noise pollution at the national level, state and local pollution 

control boards also have responsibilities for implementing noise control measures and monitoring compliance within 

their jurisdictions.  

 

Sources of Noise Pollution 

Noise pollution is caused by a wide range of sources, both human-made and natural. These sources produce 

unwanted and disruptive sounds that can have adverse effects on human health and the environment [22,32]. 

Recognizing and addressing the sources of noise pollution is essential to mitigate its adverse effects on human health 

and the environment [33,34]. Noise control measures, including sound barriers, sound insulation, and urban 

planning strategies, are employed to reduce noise levels and improve the quality of life in noise-prone areas. Various 

sources of noise pollution are illustrated in (Table 5). 

 

Noise Pollution and Environment 

Noise pollution is a significant environmental issue that can have profound and wide-ranging effects on the natural 

environment [35,36]. Noise pollution has far-reaching and multifaceted effects on the environment [37]. It disrupts 

the behavior and well-being of wildlife, impacts air and water quality, disturbs ecosystems, and can even influence 

plant growth. Recognizing these environmental impacts underscores the importance of managing and mitigating 

noise pollution to preserve the health and balance of natural ecosystems and the services they provide to both the 

environment and human society [38,39]. The various impacts of noise pollution on the environment, from ecosystems 

and wildlife to air and water quality along with outcomes have been described in (Table 6). 

 

Noise Pollution and Human Health 

Noise pollution is a significant public health concern that can have a range of adverse effects on human health and 

well-being [40]. Noise pollution has a profound impact on human health, with consequences ranging from hearing 

impairment and cardiovascular issues to sleep disturbances, psychological stress, and overall reductions in the 

quality of life [41]. Recognizing the importance of addressing noise pollution and implementing effective noise 

control measures is essential for protecting human health and well-being in increasingly urban and noise-prone 

environments [42]. Some examples of impact of noise pollution on human health have been given in (Table 7). 

 

Impact of Noise Pollution on Buildings 

Noise pollution, characterized by excessive or disruptive noise in the environment, can have a range of adverse 

effects on structures and buildings [43]. These effects can be both direct and indirect such as structural Damage, 

facade and cladding damage, aesthetic Impact, structural fatigue, material degradation, foundation settlement, 

window and glazing damage, functionality impact, cost of noise mitigation and regulatory compliance etc. Noise 

pollution can have multifaceted effects on structures and buildings can impact the integrity, safety, and functionality 

of architectural elements [44]. To address these issues, architects, engineers, and building owners often incorporate 

noise mitigation strategies, such as sound insulation, vibration damping, and facade design, into the construction and 

renovation of buildings in noise-prone areas. Proper planning and adherence to noise regulations are essential to 

mitigate the adverse effects of noise pollution on structures and ensure the safety, functionality, and longevity of 

buildings [45]. 

 

Measures to check Noise Pollution 

To effectively check and mitigate noise pollution, a combination of regulatory measures, technological solutions, and 

public awareness campaigns is essential [46]. Governments should establish and enforce noise standards and 

permissible noise levels for different types of areas and times of day. These standards should provide a legal 

framework for noise control. Zoning and Land Use Planning to implement zoning regulations to separate noisy 

industrial and commercial areas from residential and quiet zones should take place. Restrictions on noisy activities 

during nighttime hours when people are more sensitive to noise disturbances should be implemented. We should 

encourage and mandate the use of quieter technologies and equipment. This includes promoting quieter engines, 
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exhaust systems, and construction machinery. Noise barriers and noise insulation can also check the problem to some 

extent. We can also promote the use of electric or hybrid vehicles, which are generally quieter than traditional 

combustion engine vehicles. Green spaces, parks, and buffer zones within urban areas can be developed to act as 

noise absorbers and create quiet areas for residents. Further, using intelligent transportation systems, we can 

optimize traffic flow to reduce congestion and traffic noise. Public awareness campaigns can be conducted to educate 

communities about the adverse effects of noise pollution and promote responsible noise behavior. They can be 

encouraged to be active participants in identifying and addressing noise disturbances. Noise control at the source 

involves regular maintenance and servicing of noisy equipment, construction site measures, noise barriers, and 

noise-reduction technologies. Fines and penalties should be imposed for violations. Authorities should use sound 

level meters and monitoring networks to measure noise levels, and invest in research and development for noise 

reduction. Collaboration among agencies and businesses is crucial for integrated management. Combating noise 

pollution requires government regulations, technological advancements, urban planning, and community 

involvement[47]. Effective noise control measures require a comprehensive and integrated approach to protect the 

health and well-being of individuals and the environment [48]. 

 

Technologies for Noise Control 

Controlling noise involves various technologies that aim to reduce, mitigate, or eliminate unwanted sound. The 

choice of technology depends on the specific noise source, the surrounding environment, and the desired level of 

noise reduction [49]. Various noise control technologies are used to reduce noise levels in various settings. Active 

Noise Control (ANC) uses electronic systems to cancel out incoming noise, while noise barriers and sound walls 

block or redirect sound waves. Active Noise Barriers use sensors and speakers to detect and emit anti-phase sound 

waves, while Acoustic Insulation and Soundproofing Materials absorb or reflect sound, while Low-Noise 

Technologies prioritize minimizing noise emissions in vehicles, machinery, and industrial equipment.Green roofs 

and living walls provide insulation and sound absorption in urban areas. Noise-reducing pavements and distributed 

acoustic sensing (DAS) are used in highways, urban roads, and residential areas. Quieter technologies are being 

adopted in industries like transportation, manufacturing, and construction. Noise-reducing windows and doors are 

used in residential buildings and offices. Anti-vibration mounts and pads isolate machinery from the surrounding 

structure, reducing vibrations and noise transmission.Noise-reducing fences and enclosures absorb or reflect sound, 

used in industrial facilities and outdoor equipment. Quiet pavement technologies modify road surfaces to reduce 

tire-road noise.These technologies are often used in combination to create comprehensive noise control strategies 

[50,51]. The effectiveness of a particular approach depends on factors such as the type of noise, the source, the 

surrounding environment, and the desired level of noise reduction [52]. 

 

Future of Noise Pollution 

The future of noise pollution is likely to be influenced by a combination of technological advancements,urbanization 

trends, regulatory measures, and evolving societal attitudes. Technological advancements in noise reduction 

technologies and smart city solutions are expected to improve traffic management, public transportation, and real-

time noise monitoring in urban infrastructure. Urban planning and design are shifting towards quiet zones, green 

spaces, and pedestrian-friendly areas. Transportation trends include electric and hybrid vehicles, and stricter noise 

standards may be enforced by governments. Increased public awareness and interdisciplinary research can inform 

public health policies and guidelines.Addressing noise pollution will require a holistic approach that considers the 

diverse sources and impacts of noise, incorporating both technological and behavioral interventions. 

 

CONCLUSIONS 
 

This study concludes that noise pollution, an intricate challenge encompassing diverse unwanted sounds, 

necessitates a nuanced understanding for effective management. To address this issue comprehensively, it is 

imperative to categorize noise based on its sources, characteristics, and effects. This categorization informs tailored 

approaches for mitigation. In the Indian context, the Central Pollution Control Board (CPCB) assumes a crucial role 
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by establishing permissible sound levels through the Noise Pollution Rules (2000). Noise regulations aim to protect 

public health and the environment by integrating advanced technologies for real-time monitoring. Awareness and 

responsible behaviour are crucial for mitigation. A holistic approach, combining urban planning, technological 

innovations, regulatory measures, and community engagement, is essential for effective control strategies. 

Population growth contributes to noise pollution, but a multidimensional approach is necessary for improved quality 

of life. 
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Table 1. Intensity of noise sources 

Activity Sound Level Range (dB) 

Normal Breathing 10-20 dB 

Whispering 20-30 dB 

Quiet Library 30-40 dB 

Normal Conversation 40-60 dB 

Office Environment 50-70 dB 

City Traffic (inside a car) 70-85 dB 

Motor cycle 105 dB 

Vacuum Cleaner 70-85 dB 

Lawn Mower 85-90 dB 

Rock Concert (near speakers) 110-120 dB 

Jet Engine (at take-off) 130-140 dB 

Threshold of Pain 130-140 dB 

Firecrackers (close range) 120-160+ dB 

 

Table 2 Units and scales to measure noise level 

Unit/Scale Symbol Description 

Decibel (dB) dB 
The most widely used unit for measuring sound levels. It quantifies the ratio 

between the measured sound intensity and a reference level. 

Decibel with A-

weighting (dBA) 
dBA 

A-weighted decibels, adjusted for the human ear's sensitivity to different 

frequencies. Often used in noise regulations. 

Decibel with C-

weighting (dBC) 
dBC 

C-weighted decibels, which emphasize the low-frequency range. Used in some 

industrial and occupational noise assessments. 

Decibel with Z-

weighting (dBZ) 
dBZ 

Unweighted decibels, representing sound levels without frequency weighting. 

Used in some specialized applications. 

Sone (son) Son 
A unit of loudness perception, measuring how loud a sound is subjectively 

perceived by the average listener. 

Phon (phon) Phon 
A unit measuring the subjective loudness of a pure tone at 1,000 Hz. It 

corresponds to the perceived loudness of a sound. 

Hertz (Hz) Hz 
The unit of frequency, which measures the number of sound waves (cycles) per 

second. Often used for characterizing tones. 

Pascal (Pa) Pa 
The unit of sound pressure, which quantifies the magnitude of sound waves. 

Used in some engineering and acoustic applications. 

 

Table 3 WHO's recommended noise levels in different environments 

Environment Lden (day-evening-night level) Lnight (night level) 

Daytime in quiet areas 55 dB 45 dB 

Daytime in urban areas 65 dB 55 dB 

Evening in quiet areas 50 dB 45 dB 

Evening in urban areas 60 dB 55 dB 

Nighttime in quiet areas 45 dB 40 dB 

Nighttime in urban areas 55 dB 50 dB 
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Table 4 Indian standards on noise pollution 

Zone Daytime (6:00 AM to 10:00 PM) Nighttime (10:00 PM to 6:00 AM) 

Industrial Area 75 dB 70 dB 

Commercial Area 65 dB 55 dB 

Residential Area 55 dB 45 dB 

Silent Zone (Ambient Noise Level) 50 dB 40 dB 

 

Table 5 Sources of Noise Pollution 

S. No. Source of Noise Pollution Examples 

1. Transportation Road Traffic Noise, Railway Noise, Aircraft Noise, Maritime Noise 

2. Industries Noise from Machinery, Equipment, Factories and Power Plants 

3. Construction Noise from use of Heavy Equipment, Tools and Machinery 

4. Recreation & Entertainment 
Noise from Concerts and Events, Amusement Parks, Recreational 

Vehicles 

5. Communities Residential, Pets, Social Gatherings noise 

6. Commercial & RetailStores Restaurants, Bars, Shopping Centers noise 

7. Transport Infrastructure 
Noise from construction of Highways, Bridges 

And Public Transportation 

8. Natural Sources Weather Phenomena, Wildlife Sounds 

9. 
Neighborhoods &Urban 

Environments 
Noises from densely Populated Areas and Mixed Land Uses 

 

Table 6 Impact of Noise Pollution on Environment and its outcomes 

S. 

No. 

Impact Area of 

Environment 
Outcomes 

1. 
Wildlife and 

Ecosystems 

Communication Disruption, Habitat Abandonment, Altered Reproductive 

Success, Stress in wild life affecting population dynamics. 

2. Air Quality 
Sources of noise pollution, such as Road traffic and Aviation have co- occurrence 

of air pollution 

3. Water Quality Disruption in the behaviour of marine animals, Habitat Disturbance 

4. Plant Life 
Increased levels of the stress hormone leading to disruption in plant growth and 

development 

5. 
Biodiversity and 

Ecological Balance 
Disruption of Trophic Interactions within the ecosystems, Altered Biodiversity 

6. 
Cultural and Economic 

aspects 

Detering of tourist due to diminishing cultural and spiritual significance of natural 

and tranquil places due to noise pollution, reduction in tourism revenue 

7. Ecosystem Services 
Disruptionin pollination by insects and natural pest control, provision of clean 

water 
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Table 7  Impact of Noise Pollution on Human Health and its outcomes 

S. 

No. 
Impact Area of Human Health Outcomes 

1. Cells in the inner ear 
Hearing Impairment and Damage leading to reduced hearing 

sensitivity, difficulty understanding speech, and tinnitus 

2. Cardiovascular system 
Elevated Blood Pressure, Heart diseases, release of stress hormones 

like cortisol and adrenaline leading to Cardiovascular issues 

3. Insomnia and Sleep Fragmentation fatigue and decreased cognitive functioning, Hormonal Disruption 

4. Psychological and Mental Health Stress, Anxiety, Depression 

5. Cognitive Aspect Impaired Concentration and Memory 

6. Social and behavioral Aspect 
social annoyance, causing interpersonal conflicts, Behavioral Changes 

like avoiding outdoor activities due to noise pollution 

7. 
Vulnerable population like elderly, 

Children and Infants 

More pronounced health effects like disruption of sleep and its pattern, 

cognitive development, language acquisition 

8. Quality of Life Reduced satisfaction with living conditions 

 

 

 

Figure 1 Sound Level Meter Figure 2 Different noise frequency weightings 

 

 

Figure 3 Representation of various sound levels Figure 4  Types of noises 
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The digital realm has become an integral part of modern society, shaping our lifestyles, industries, and 

interactions. However, the proliferation of digital technologies has brought about an often overlooked yet 

substantial environmental impact through the generation of digital carbon footprints. This review article 

provides a comprehensive overview of digital carbon footprinting, focusing on methodologies, 

applications, and the challenges it presents.The article begins by defining digital carbon footprints, 

emphasizing the significance of quantifying the environmental impact of digital technologies. It explores 

various metrics used to measure the carbon footprint of digital activities, including approaches to assess 

energy consumption, data centers, internet infrastructure, and end-user devices. This review serves as a 

foundational resource for understanding digital carbon foot printing and encourages further research and 

initiatives to address this crucial aspect of environmental sustainability in the digital age. 
 

Keywords: Carbon footprint, environmental impact, digital technologies, internet  

 

INTRODUCTION 

 

The world is changing digitally, and with it comes the hype surrounding catchphrases that are becoming 

commonplace, like Industry 4.0, smart manufacturing, smart banking, and Industrial Internet of Things [IIoT]- a term 

that hails the potential of a new technological revolution (1). However, due to excessive data processing and 

digitization, there is growing concern over the world's ever-increasing carbon footprint. Emissions of CO2 have been 

a primary sustainability concern because of their effects on the environment. The introduction of smartphones with 

fast fixed broadband and mobile internet has drastically changed how people work, communicate, and consume 

information. Notable developments in cellular networking, miniature sensors, novel internet connection protocols, 

and an abundance of mobile software applications have made this possible. Mobile internet usage has increased 

dramatically since the original iPhone was released in 2007 [2]. A "sensor tornado from 10 million sensors in 2007 to 
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15 billion micro-electro-mechanical system (MEMS) sensors in 2015 [2] was caused by this, which affected the 

deployment of sensors. The Internet of Things (IoT) has been made possible by these sensors, which function as 

translators of attributes from physical objects into representative digital data in a virtual environment. Electrical 

energy will be used as manufacturing undergoes a digital transformation, linking all of its IT and OT with data-

generating sensors and sending this data to the "Edge" or the "Cloud."  The International Energy Agency (IEA) states 

that industries already consume a significant portion of the world's electricity, accounting for 42.5% of global 

consumption in 2014 [3]. As a result, energy networks must be able to handle any increase in industrial consumers' 

demand for electricity.  This raises the question of how much energy will be needed to power the potentially 

enormous volumes of data that connected industrial elements will be producing. This would include the carbon 

emissions from all of the industrial devices that will be able to sense, process, and communicate. Surprisingly, not 

many studies have been done on the total CO2 emissions of the ICT industry worldwide. Only few studies that were 

published with results on the topic are noticeably inconsistent [4].  Since carbon emissions play a major role in global 

warming, this issue is becoming more and more of a concern in the community.  

 

According to research, global warming has additional effects that are felt globally and cause inconvenience to the 

majority of people. An important problem linked to global warming has been the increasing height of sea levels. 

According to reports, in the next thirty years, the majority of islands and beaches will be totally submerged. This 

makes it necessary to control the release of carbon [5]. However, growing CO2 emissions brought on by greater 

digitization and technological advancement have made current remedies more difficult to implement. One of the 

biggest industries in terms of carbon dioxide emissions has always been the construction sector. According to 

research by [6], the production of construction materials alone could contribute approximately 350 Gt CO2 to the 

Western infrastructure stock using current technologies. This amounts to 35–60% of the remaining carbon budget, 

considering the 2◦C limit until 2050.  China, being the biggest emitter, has focused on achieving net zero emissions by 

2060 and a peak in emissions by 2030. The carbon footprint (CF) is the total amount of CO2 emissions that 

accumulates over the course of a product's or service's life cycle, or the carbon emissions associated with 

activities(Figure1). China, which emits the most CO2, is currently in the latter stages of industrialization, with 

significant regional variations in growth. The 1recent discrepancy in carbon footprint among areas is not well 

explored, which is crucial to understanding the driving forces and future trajectories of carbon footprint. The 

economic development, industry structure, and energy structure vary with areas. To determine and lower the 

emissions of carbon footprint (CF) in the AEC/FM sector, evaluating techniques like the life cycle assessment (LCA) 

for product manufacturing [6] were progressively released. Researchers have emphasized the need and expectation 

for the use of effective and sophisticated commercialized digital tools, platforms, or systems to support automation 

and decision-making for carbon management issues. [7,8,9] In addition, the wave of industry 4.0 and the proliferation 

of cyber concepts like digital twins, artificial intelligence (AI), Internet of Things (IoT), and building information 

modeling (BIM) have arrived. Other relatively advanced disciplines, like chemical engineering, have testified to the 

possibility of using these technologies to address carbon emission issues [10].   

 

REVIEW OF LITERATURE 
 

The term "digitization" refers to a number of procedures that help to simplify life. Internet connectivity, cloud 

computing, server backup, real-time analytics and visualization, and video entertainment are a few of the processes 

connected to digitization. Every one of these elements helps to improve people's quality of life and turns into a daily 

routine for various people [11]. People can now effectively obtain a variety of services that they require in their daily 

lives thanks to technology. The largest proportion of carbon emissions is attributed to internet use. According to Pan 

[12], over half of the world's population uses the internet. Currently, four billion people use the internet [13], and a 

number of changes occurred by the year 2019. According to the aforementioned study, over a million people use the 

internet every day. The various online activities have led to a rise in carbon emissions (Figure 2).                                                                           

Every day, access to any digital service gets more and more expensive. People must use electricity in order to access 

any digital service [14]. Both the person utilizing the computer and the servers offering this service are the sources of 

Jyoti Sharma et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75587 

 

   

 

 

the electricity used. Because the smartphones need to be charged after the service is provided, they also use a lot of 

electricity [15]. In order to provide the various services that are available, communication networks and ISPs also 

consume a significant amount of electricity. The internet consumes a significant amount of electricity because servers 

must run continuously around the clock to guarantee that users can access these materials [11]. For example, 

YouTube servers must always be up and running in order for users to always be able to access these videos from 

anywhere in the world [11]. In order to guarantee that people receive the services they require, these organizations 

must implement and maintain servers and computers [16].  The energy consumption of digital technologies rises by 

9% annually and contributes 4% of greenhouse gases to the atmosphere [17]. An hour of video conferencing releases 

about 157 grams of carbon, according to a recycling and conversation journal report [12]. As a result, massive 

volumes of carbon are released due to the increased use of video conferencing throughout the world [14]. According 

to the report, people who attended conferences for approximately 15 hours a week would be able to reduce their 

carbon footprint by more than 9 kg [12]. This pace is equivalent to one person charging a smartphone all three years 

at night [18]. As a result, there is increasing concern about the carbon footprint left by digital concepts. This is related 

to the rise in electricity consumption over the previous few years. As a result, rising carbon emissions in the 

atmosphere are a result of the ever-increasing global changes. Analyzing digital services companies allows one to see 

how digitization affects carbon footprint [19]. Even basic digital services like website hosting and video conferencing 

have a greater environmental impact. The size of these organizations specifically developed this influence [20]. 

Microsoft is a prime example of such an organization. Because of increased carbon emissions, the company's services 

and employees have a significant impact on the environment. The following list of digitization concepts has led to a 

global increase in the impact of carbon footprint. Every one of the factors listed demonstrates a technological 

advancement linked to increased technology use and carbon emissions. The majority of the tasks listed as requiring 

electricity can be found online. Among many other things, the activities include finance systems, streaming and 

entertainment services, e-commerce, and e-payment methods [19]. The possible effects of each of these factors on the 

available carbon emissions resulting from digital services have been discussed below.                                                                                                                                                    

  

Search engines   

We can make an impact because there are more than 4.66 billion active internet users worldwide, or more than 60% 

of the world's population. In the modern world, search engines have become essential, as seen by Google's rapid 

expansion, which highlights our dependence on them. Serving these customers has a greater impact on the earth's 

ecology, and the company's ad system profits have been increasing [19]. This has been facilitated by people using 

their electronic devices to access these searches. Approximately 26 kg of CO2 emissions are produced annually, 

assuming that an individual performs 50 search queries per day [12]. Google's environmental report from 2016 stated 

that the company had a carbon footprint of 2.9 million tons of CO2. The company's energy consumption was reported 

in the 2017 report to be 6.2 terawatt-hours (TWh) [12].                                                                                                                                                

  

Internet usage through mobile Apps        

 Mobile phones account for a significant portion of total daily electricity consumption due to mobile phone's wireless 

network connection. Since buildings, vegetation and weather weaken the electromagnetic network connections, more 

power is always included to ensure that the networks have reached their destination. Pan [12] suggests that copper 

lines and fibre optic cables also contribute to the power consumption from the need to amplify the signal through 

electricity. The power coverage is therefore affected by the distance associated with every individual. This aspect also 

affects mobile users' power use and carbon emissions[21]. However, they make a substantial contribution to digital 

technology's carbon footprint.   

 

Music and video streaming  

Eighty percent of data on the internet is transmitted as images, according to research by The Shift Project [12]. This 

indicates that a sizable amount of the internet's carbon footprint was caused by online videos across various 

platforms. According to the aforementioned report, downloaded videos accounted for 60% of all global data 

transfers. Large volumes of data are needed to transfer the images, and this takes a lot of electricity. The amount of 

data that is available on the internet has increased due to the development of devices with higher resolutions. 
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According to The Shift Project, online video streaming uses more than 300 million tons of CO2 annually on average 

[15]. This was demonstrated in the 2018 measurement. The CO2 emission is an indicator of the total CO2 emission.This 

demonstration highlights the significant environmental impact of streaming music and video. It was also mentioned 

that watching a Netflix video requires 0.12-0.24 kWh of electricity per hour to run. Since different people use 

different devices and have varying requirements for the video resolutions they stream, these numbers are estimates. 

It has also been reported that the precise amount of power consumed is influenced by the network connection. 

Determining the extent to which Netflix streaming has contributed to global CO2 emissions becomes difficult as a 

result [22]. Greenhouse gas emissions from music streaming also have a major impact on the environment. According 

to Pan [12], between 200 and 350 million kilograms of greenhouse gases are released into the atmosphere as a result 

of music streaming.    

 

Blockchain and cryptocurrency technologies   

The idea of cryptocurrencies has been one of the financial industry's innovations. The technology behind 

cryptocurrencies has been called the finance industry's future. One of the main reasons for the increase in the digital 

carbon footprint is cryptocurrency. The way cryptocurrencies function is by enabling multiple machines to store 

transaction records, which increases their security and dependability [23]. A lot of devices store this data, has made it 

difficult to maintain the current carbon footprint. The need for more computers is increasing power consumption 

throughout the cosmos [24]. The number of people using their power keeps rising, which raises the risk of having a 

large carbon footprint overall [25].         

 

Cloud Computing   

There is a strong correlation between the growing usage of cloud computing apps and the carbon footprint. One of 

the digitization processes linked to a rise in carbon emissions is cloud computing. In recent years, cloud computing 

has gained appreciation as a technology. The technology used to store data on computers so that it can be accessed 

remotely from any location is known as cloud computing [21]. Usually, it refers to technology that allows users to 

access particular software and data from anywhere at any time through backup. One useful application of cloud 

computing technology is the ability to access email from any location. There is a backup copy of the emails over. 

According to a study by Gani [26], the power consumption, which is the ultimate result of increased technological 

development, has been the main problem with technology development [26]. The use of technology and data centers 

has significantly increased power consumption. The amount of CO2 in the atmosphere is significantly influenced by 

this power consumption [27]. As a result, this has been the primary cause of digital technology's increased carbon 

footprint. Because of the current rise in carbon emissions, the emergence of these technologies has all been said to 

have specific environmental effects[28]. The majority of the digital techniques discussed above highlight rising 

energy consumption as the primary driver of CO2 emissions. While energy consumption is the primary source of 

carbon emissions for technology companies, there have also been reports of various chemicals being released into the 

atmosphere by the cooling systems in certain data centers [29]. 

 

Minimization of digital carbon footprint 

Reducing carbon footprints means changing how we approach and participate in activities that produce greenhouse 

gases. 

 

Clean out your Inbox 

It is estimated that every spam email that lingers in mail inbox is equivalent to 0.3 grams of carbon dioxide. E-mails 

with text attachments can add an additional 50 grams of CO2e, and text-based emails can add four grams. Even 

though email only uses 1.7% of the energy needed to deliver a paper letter, each person uses approximately 136 

kilograms of CO2e annually. That is the same as 322 kilometres driven in a car using gasoline. Elimination of 

superfluous emails and unsubscribe from all senders except the most significant ones is essential to reduce digital 

clutter. According to a 2019 study by the British energy company OVO, over 64 million unnecessary emails are sent 

daily by Britons[30]. A daily reduction of one email sent by adults in the UK could save over 16,433 tonnes of carbon 

annually, which is the same as removing 33,343 diesel cars from the road. 
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Reduce Brightness 

According to a Harvard study, reducing our monitor brightness from 100 per cent to 70 per cent can lower total 

energy usage by up to 20 per cent. As a latent benefit, lowering brightness reduces eye strain, one of the leading 

maladies affecting office workers. 

 

Buy crypto with care 

In addition to their tremendous volatility, cryptocurrencies such as Ethereum and Bitcoin consume more energy than 

a lot of nations. The emissions from a single bitcoin are equal to 330,000 credit card transactions. To offset the 57 

million tons of CO2 emissions that bitcoin emits annually, 300 million trees would need to be planted. Although some 

coins, like Ethereum, say they will switch to a more environment friendly "proof-of-stake" model, these emissions 

reductions have not yet occurred, and since we are running out of time to reduce GHG emissions, it might be wise to 

avoid cryptocurrency while it consumes our remaining carbon budget.  

 

Avoid E-Waste 

Everything that uses energy to produce, like light bulbs, laptops, and microwaves, also releases hazardous 

chemicalsinto the environment when disposed of incorrectly. According to the UN E-waste Monitor, the average 

person produces 7.3 kg of e-waste annually, with wealthy nations like China and the United States producing the 

most. Keeping electronics out of our possession is the best course of action[30]. When a device reaches the end of its 

useful life, we have to focus on recycling. 

 

Power Down and Go Outside 

The most effective method to lessen digital carbon footprint is to disconnect gadgets and engage in activities that are 

becoming outdated, such as gardening, walking, or reading a book. Reducing screen time not only reduces phantom 

loads but also offers several psychological, social, and health advantages. Individual behaviour is not the main cause 

of climate change, group efforts can reduce energy use, strengthen community bonds, and lay the groundwork for a 

sustainable future. 

 

Finding the most efficient ways to cool data centres 

Data centers can be located in colder nations and then simply have outside air blown into them, according to a 

popular and reasonably straightforward solution. This explains why there are so many data centers close to the 

Arctic[4]. Immersion cooling and heated, piped water are two more methods for bringing high-performance, hot 

computers under control. In an effort to lower their energy costs, some businesses are even developing artificial 

intelligence to adjust their cooling systems in response to changing weather conditions and other variables. 

 

Re-using the waste heat             

All year long, data centers generate heat. This heat should ideally always be extracted and used somewhere else. But 

a more thorough approach is required to fully utilize waste heat's potential. Despite being a country known for its 

cool climate, Sweden is also a leader in the reuse of waste heat. This makes it an excellent choice for data center 

locations [4]. The nation primarily depends on a district heating system, which uses pipes to transport heat from a 

central location to residential and commercial buildings. 

 

CONCLUSION 
 

The evolving landscape of digital carbon foot printing represents a crucial advancement in understanding and 

mitigating the environmental impact of our digital activities. Through this review, it becomes evident that digital 

carbon foot-printing methodologies are essential tools in quantifying, analysing, and ultimately reducing the 

environmental consequences of our online behaviours.By scrutinizing various aspects such as data centres, internet 

traffic, user devices, and digital services, this review sheds light on the multifaceted nature of digital carbon 

footprints. It underscores the importance of adopting sustainable practices in data management, optimizing energy 
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consumption in digital infrastructure, and promoting eco-friendly design in technological innovations. Moreover, the 

review accentuates the necessity of collaborative efforts among individuals, industries, and policymakers to establish 

standardized metrics and regulations for measuring and minimizing digital carbon footprints. This unified approach 

is fundamental in fostering a sustainable digital ecosystem. As we continue to navigate an increasingly digital world, 

the insights garnered from this review underscore the significance of conscious, collective action to curb and offset 

the environmental impact of our digital footprint. By integrating responsible practices, technological innovation, and 

policy initiatives, we can strive towards a more sustainable future where digital advancements coexist harmoniously 

with environmental preservation. 
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Hugo Schiff created the Schiff base for the first time in 1864 by using primary amines in a condensation reaction with 

carbonyl compounds (ketone or aldehyde).Schiff bases' numerous structural and electrical properties make them 

useful in various applications. These applications include chemosensors for metal ion detection in addition to 

antimicrobial and antifungal activity. When schiff bases bind to different metal ions, stable complexes are produced. 

Because of their exceptional coordination ability, Schiff bases are used as fluorescent turn-on/turn-off chemosensors 

for detecting numerous metal cations in various materials, including Hg2+,Cd2+, Cr3+, Pd2+, and many more. This 

review looks at different Schiff bases used in other biological, agricultural, and environmental settings for 

chemosensing processes for metal ions (like divalent and trivalent cations).This review article has investigated 

several Schiff bases as fluorescent turn-on/turn-off chemosensors for identifying distinct metal ions in diverse 

matrices. Furthermore, numerous Schiff base chemosensors' synthetic procedures and sensing mechanisms have 

been investigated. 

 

Keywords: Sensor, Fluorescence, Physiological, Chemosensors 

 

INTRODUCTION 

 

Metallic cations are used in many different fields; some of them regulate innumerable biological processes that are 

essential to life. However, an excess of these ions can cause significant environmental problems because they are not 

biodegradable and can build up in the food chain. Even at low concentrations, they pose a severe risk to human 

health and the environment. These ions can cause a wide range of health problems, including allergies, lung damage, 

anemia, kidney failure, neurotoxicity, oxidative toxicity, and apoptotic and axillary toxicity. [1, 2, 3, 4, 5, 6, 7, 8, 9, 

10]Therefore, developing a reliable technique for locating these ions in diverse samples is essential. Various methods 

have been developed to detect metallic cations, such as liquid chromatography [11],electrochemistry [12] etc. Even 

though these techniques are highly efficient, they have some disadvantages, including the need for ambient 
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conditions, high costs, complexity in usage, and extensive sample preparation. To detect metallic cations, fluorescent-

based Schiff bases have been developed as a solution to the shortcomings of traditional methods.They function as 

organic synthesis intermediates, stabilizers for polymers, catalysts, pigments, and dyes [16]. Schiff bases with high 

selectivity and sensitivity to a range of species (cations and anions) were demonstrated using the spectrofluorometric 

method.  Due to its ease of use, high sensitivity and selectivity, and ability to be detected with the naked eye, the 

fluorescent method has gained popularity. It may also find application in environmental and medical research.(De 

Silva, et al., 1997). Because Schiff bases are easy and inexpensive to produce and can coordinate with almost any 

metal ion and stabilize it in a range of oxidation states, they have proven to be particularly effective chemosensors for 

identifying various metallic cations. Furthermore, various biological applications for these Schiff bases have been 

shown, including analgesic, antifungal, anti-inflammatory, antiviral, antioxidant, and anticancer effects.[19 and 20]. 

Fluorescence sensors have been successfully used for the determination of different metal ions, such as Barium, 

Calcium (Kawakami et al., 2001), Cadmium (Y. Li et al., 2012), Cobalt (Abebe, Eribal, Ramakrishna, & Sinn, 2011), 

Chromium (Wan, Guo, Wang, & Xia, 2010), Copper (Xu, Wang, Zhang, Wu, & Liu, 2013), Ferric (Lin, Long, Yuan, 

Cao, & Feng, 2009), Mercury (Wu, Ma, Wei, Hou, & Zhu, 2013), Potassium (Zhou, et al., 2011), Lithium 

(Gunnlaugsson, Bichell, & Nolan, 2002), Magnesium (Singh, Kaur,Mulrooney, & Callan, 2008), Neodymium 

(Khorasani-Motlagh, Noroozifar, &Mirkazehi-Rigi, 2011), Nickel (Ghosh, Chakrabarty, & Mukherjee, 2008), Zinc (G.-

Q. Zhang, Yang, Zhu, Chen, & Ma, 2006) and Aluminum (Jia, Cao, Zheng, &Jin, 2013; Kim, et al., 2012; Liao, Yang, Li, 

Wang, & Zhou, 2013). The uses of Schiff base as a sensor for metal ion detection are reviewed in this paper. 

 

Schiff base as a fluorescence sensor 

Due to effective energy transfer from the ligand to the central metal ion, specific Schiff base metal complexes exhibit 

the distinctive luminescence emissions of the significant metal ions. Mononuclear metal (II) complexes of Zn, Cd, Cu, 

Ni, and Pd have been synthesized by Aazam et al. (Aazam, Husseiny, & Al-Amri, 2012) using Schiff-base ligands 

generated from 8-acetyl-7-hydroxycoumarin and P-phenylenediamine. Photoluminescence resulting from intraligand 

(π–π*) transitions was seen in the Schiff base. Metal-mediated amplification is shown when ligand complexes with 

Zn and Cd, whereas metal-mediated fluorescence quenching happens with Cu, Ni, and Pd. Similar to this, Taha et al. 

(Taha, Ajlouni, Al-Hassan, Hijazi, & Faiq, 2011) created lanthanide (III) complexes (Nd, Dy, Sm, Pr, Gd, Tb, La, and 

Er) using the Schiff base that was obtained from 1,3-propylamine and salicylaldehyde. The distinctive light emissions 

of the core metal ions linked to energy transfer from the ligand to the metal are seen in Sm, Tb, and Dy complexes. 

Zhang et al. (J. Zhang et al., 2012), on the other hand, used substituted 2-hydroxybenzaldehydes with diamines to 

manufacture the Schiff base ligands. Compared to the previously published equivalents, yellow light-emitting 

devices were constructed more efficiently using specific complexes as phosphorescent-emitting materials. A single 

emissive layer of materials that produces blue and yellow light was also used to build the phosphorescent white 

organic light-emitting device. A group of platinum (II) Schiff base complexes, both symmetric and asymmetric, that 

exhibit thermal solid stability were created. 

 

Detection of aluminum ion 
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Schiff base was created by Gupta et al. (Gupta, Singh, & Kumawat, 2014a) via condensation of 2-amino-4-

phenylthiazole and salicylaldehyde. According to research on the interactions of Schiff bases with various metal ions, 

Schiff bases and Al+3 ions in methanol with a pH range of 5.0–13.5 showedluminous activity visible to the unaided 

eye when exposed to a UV light. With Al+3 ions, a more than 50-fold increase in fluorescence intensity was seen, and 

the suggested sensor could quantify it at the 10−7 M level. Parallel to this, a Schiff base functionalized with 

rhodamine was created, and its colorimetric and fluorescence reactions to different metal ions were investigatedby 

al. (Gupta, Mergu, Kumawat, & Singh, 2015).In the presence of other competing metal ions, this rhodamine-derived 

fluorescent chemosensor demonstrated an extremely sensitive and selective colorimetric and "off-on" fluorescence 

response towards Al+3. Furthermore, the Schiff base was created by Kumar et al. (J. Kumar, Sarma, Phukan, & Das, 

2015) using the condensation of 1-naphthylamine and benzaldehyde. Using the "off" mode, the Schiff base functions 

as an efficient fluorescent sensor for Al+3, showing a 42-fold increase in luminous intensity.In addition, a reversible 

fluorescent-colorimetric imino-pyridyl bis-Schiff base sensor was created by Ghorai et al.(Ghorai, Mondell, Chandra, 

& Patra, 2015). Pyridine-4-carboxaldehyde and phenylenediamine were condensed to form the Schiff base. 

Concerning Al+3, this Schiff base has a superb selective fluorescent colorimetric response. Based on the 

naphthalimide-Schiff ground, Shen et al. (Shen et al., 2018) synthesized and characterized an Al+3particular 

fluorescent probe that can be used practically invarious water samples. A susceptible and selective Schiff base (2-

hydroxynaphthalene) type fluorescent that can detect aluminum ions and display an extremely particular "off-on" 

mode was recently described by Tian et al. (Tian et al., 2019). 

 

Detection of Copper ion 

 
 

 
A Schiff base type chemosensor for Cu+2 ion was devised and manufactured by Yang and Qin (H.-G. Li, Yang, & Qin, 

2009) using 1-phenyl-3-methyl-5-hydroxypyrazole-4-carbaldehyde (benzoyl) hydrazone. The excellent selectivity of 

Cu+2 fluorescence quenching compared to other metal ions was established. The Schiff base was created by Köse et 

al. (Köse et al. 2015) by reacting benzaldehyde derivatives with 1,5-diamino naphthalene. They have looked at the 

photoluminescence and electrochemical characteristics of the Schiff bases under various circumstances. When the 

metal (II) ions of Hg, Cu, Co, and Al (III) were added, color variations were noticed, indicating changes in the sensing 

characteristics of the Schiff bases. The selectivity of the Schiff base compounds towards the Cu+2 ion was excellent. 
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Detection of Mercury ion 

 
 

 
Mercury is a heavy metal that is toxic even at low concentrations and is widely distributed in nature. It can 

accumulate in the body and cause a variety of diseases, such as acute kidney failure, prenatal brain damage, and 

heart diseases. As a result, it is essential to consider finding Hg2+ ions in different samples. The determination of Hg2+ 

ions in living cells was accomplished using a novel Schiff base chemosensor 1 containing pyrene-based free thiol 

derivative [36].Consequently, it is crucial to consider the presence of Hg2+ ions in diverse samples. A novel Schiff base 

chemosensor 1 with pyrene-based free thiol derivative detected Hg2+ ions in living cells. Similarly, Hg2+ ions were 

caught in a DMSO solution at a low detection limit of 0.05595 μM using a double-naphthalene Schiff base fluorescent 

chemosensor 2. The chemosensor's imine group was oxidized to produce an amide in the presence of DMSO. The N- 

and O-atoms of the amide and the Hg2+ ions built a 1:1 metal-ligand complex, which was verified by mass 

spectrometry, 1H NMR, and FT-IR spectroscopy [21].Another research used a new coumarin-based fluorescent 

chemosensor 3 to detect Hg2+ ions. The chemosensor demonstrates excellent selectivity for Hg2+ in the presence of 

secondary metal ions. The yellow-colored fluid used in the probe turns colorless as the Hg2+ concentration 

progressively rises. Fluorescence studies further confirmed the mercury ion selectivity of chemosensor 3.  

 

After adding 0.4 M Hg2+ to the probe solution, the strong blue fluorescence at 460 nm progressively diminishes, with 

a slight redshift to the cyan channel (470 nm). The Schiff base imine nitrogen (CH=N) and phenolic-oxygen atoms 

transfer the lone pair electrons to Hg2+, reducing acceptor coumarin emission and extending donor 4-

(Diethylamino)salicylaldehyde emission.Thus, the unique emission of 4-(Diethylamino)salicylaldehyde at 470 nm is 

caused by the suppression of PET-ON and ESIPT activities. Cou-S and both Hg2+ form a dimer complex with a 

binding stoichiometry of 2:1, as indicated by the mole fraction at maximum absorbance of 0.3 (probe: metal ion). A 

detection threshold of 8.3 nM was established. The interaction between the chemosensor and Hg2+ ions was further 

examined using density functional theory (DFT) [22]. Another study employed a new N-salicylidene)benzylamine 

Schiff base 4 to identify Hg2+ ions using ON properties of fluorescence. UV-Vis spectroscopy and fluorescence were 

employed to investigate the chemosensor's sensing properties.The use of UV-Vis spectroscopy and fluorescence 
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emission ascertained the chemosensor 4's response to various cations. Selectivity for Hg2+ in the sensor was 

confirmed by significant fluorescence increase and spectral/color changes [23]. The pH of the detection medium has an 

impact on Hg2+ ion detection. An aqueous CH3CN medium with a pH range of 5–10 was used to detect Hg2+, for 

instance, using a turn-on fluorescent chemosensor 5 [24]. The Schiff base chemosensor 6 was shown to respond 

selectively to the Hg2+ ion when it was present in aqueous media among other cations such as Pb2+, Ca2+, Ba2+, Cu2+, 

Cr3+, Mg2+, and Zn2+ ions.Furthermore, counter anions including Br−, Cl−, F−, I−, S2−, CN−, NO3−, NO2−, OH−, CO3−, 

SCN−, HSO3−, H2PO4− CH3COO−, HPO42−, P2O74−, and PO43− did not significantly affect the selectivity of the 

chemosensor [41].  

 

Detection of Cadmium ion 

 
Cadmium is widely used in several sectors, such as mining, smelting, and fossil fuel combustion, making it one of the 

most ubiquitous and health-hazardous pollutants. Given this, developing a dependable and effective technique for 

identifying Cd2+ ions in a range of materials is essential. Schiff base chemosensor 7 with quinoline moiety was created 

as a Cd2+ ion fluorescence sensor. Fascinatingly, the chemosensor worked incredibly well at detecting Cd2+ ions in an 

aqueous medium by activating fluorescence. Chemosensor 7 emitted very little fluorescence when left unchanged, 

but when Cd2+ was added, there was a noticeable turn-on response. There was no interference from other metal ions, 

and the sensor demonstrated outstanding selectivity. The binding stoichiometry between the Cd2+ and chemosensor 7 

was shown to be 1:1, and the detection limit was found to be 0.0024 μM [25]. A pyridine-based Schiff base 

chemosensor 8 was developed to detect Cd2+ ions. Even though the chemosensor was not luminous, the application 

of the Cd2+ ion to the skin caused an increase in fluorescence. This increased the chemosensor's fluorescence intensity 

by stimulating the CHEF while blocking the PET. Furthermore, examining a water sample was successfully 

accomplished using Chemosensor 8 [26]. A Rhodamine-based Schiff-base fluorescence chemosensor 9 detected Cd2+ 

ions with a 1.025 × 10−8 M detection limit. The chemosensor 9 exhibits notable selectivity and sensitivity for Cd2+ ions 

in the presence of cations [27]. In 2020, the fluorescence features of an ON-type Schiff base chemosensor 10 against 

cadmium ions were explored and presented. The chemosensor forms a 1:1 combination with Cd2+, according to the 

Job plot.pH, solvent type, and ligand concentration were adjusted to detect Cd2+ in aqueous samples using a 

chemosensor-based analytical method. It was found that the detection limit was 6.0 × 10−7 M. With Cd2+, the probe 

displayed a broad range of linearity [28]. Fluorescent sensor 11, based on rhodamine, was recently disclosed in 

research about its ability to locate Cd2+ ions. The sensor responds to Cd2+ by a process known as coordination-

induced fluorescence activation (CIFA). Chemosensor 11 exhibits a rapid and reversible fluorescence in response to 

Cd2+ when the measured metal ions are present.The complex stoichiometry between the sensor and Cd2+ was found 

to be 1:1. The binding constant was determined to be 2.70 107 M−1 in acetonitrile (ACN)/HEPES buffer (10 mM, pH, 

7.05, v/v 1:1). The fluorescence detection limit of the chemosensor 11 for Cd2+ was found to be 0.218 μM, indicating a 

significant sensitivity to Cd2+[29].  
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Detection of Chromium ion 

 
Significant transition metal chromium is utilized in many sectors, such as chemical engineering, oil refining, steel 

manufacturing, textile manufacturing, and electroplating. However, it causes pulmonary sensitization and increases 

the risk of lung, sinus, and nasal cancer. To detect Cr3+, a new Schiff base chemosensor 12 was built and put through 

several characterization techniques. The chemosensor was evaluated against a range of harmful metal ions, such as 

Mn2+, Ag+, Cd2+, Co2+, Cu2+, Ni2+, Zn2+, Fe3+, Al3+, and Cr3+, using a spectrophotometric technique. The creation of the 

stable complex through the S and N atoms was found to only cause a discernible hyperchromic change in the 

chemosensor's absorbance in the presence of Cr3+ ions [30].The electrochemical characteristics and reversibility of the 

chemosensor were also examined using electrochemical techniques. The Schiff base chemosensor 13 was also utilized 

to find Cr3+ ions in the aqueous environment. The colorimetric sensitivity of the chemosensor 13 to various cations 

was visually monitored. The golden tint of the chemosensor 13 became colorless upon the addition of chromium 

ions. Fluorescence experiments were employed to learn more about the chemosensor 13's sensing capabilities. As a 

result of the possibility that the imine group of the sensor would revert to the carbonyl group in the presence of Cr3+, 

the chemosensor 13's fluorescence intensity decreased at 418 nm. Still, it increased noticeably when Cr3+ was present 
[31].A new Schiff base fluorescent chemosensor 14 was just released, which allows for the selective detection of 

chromium ions. The PET process is inhibited by forming a 1:1 stoichiometric sensor-Cr3+ complex, which Job's plot 

corroborates. Fluorescence titration demonstrated a detection limit of 1.3 × 10−7 M, and the association constant Ka 

was reported to be 2.28 × 105 M−1. Furthermore, the suggested complex's optimum structure and electronic spectra 

were explained using DFT and TDDFT simulation findings [32]. It addressed using a novel fluorescent Schiff base 

chemosensor 15 based on thiazoles for the chemodosimetric approach of Cr(III) ion detection.Several analytical 

methods, such as UV-vis, 13C-NMR, 1H-NMR, and FT-IR analysis, were used to identify the structure of the 

chemosensor 15. Fascinatingly, chemosensor 15 reacts by turning on fluorescently to particular Cr(III) ions to various 

metal cations, including Ni2+, Na+, Cd2+, Ag+, Mn2+, K+, Zn2+, Cu2+, Hg2+, Co2+, Pb2+, Mg2+, Sn2+, Al3+, and Cr3+[33]. In 

contrast, Cr(VI) sufficiently quenched a Schiff base chemosensor 16 that relied on inner filter effects through both 

primary and secondary internal filter effects. The switched-off fluorescence of the chemosensor-Cr(VI) solution was 

efficiently turned on by the addition of L-ascorbic acid in the concentration range of 10 μM to 390 μM with an LOD of 

2.46 μM.The mechanism postulated for the fluorescence turn-on of the quenched fluorescence of the Cr(VI)-

chemosensor was the reduction of Cr(VI) to Cr(III) by L-ascorbic acid, which resulted in the removal of both primary 

and secondary inner filter effects and the recovery of the chemosensor's fluorescence [34]. 

 

Detection of Palladium ion 

Palladium is a precious metal in many technological and industrial applications. Palladium is toxic and very 

carcinogenic, however. Finding Pd2+ ions in various biological, agricultural, and environmental components is 

essential. The Schiff base fluorescent and colorimetric chemosensor 17 was used to identify Pd2+ ions. This 

chemosensor showed high selectivity for Pd2+ ions in the presence of monovalent, divalent, trivalent, and tetravalent 

cations, including Ag+, Ca2+, Sn4+, Ni2+, Ba2+, Cu2+, Zn2+, Fe2+, Tb3+, Hg2+, Eu3+, Mg2+, Gd3+, Mn2+, Sm3+, Cr3+, and Ag+. 

Mass, 1H NMR, 13C NMR, and FT-IR studies confirmed the chemosensor's mechanism of spirolactam ring opening's 

mechanism. A Pd2+ detection threshold of 0.05 μM was set for Chemosensor 17 [35]. Coumarinyl-rhodamine Schiff 

base chemosensor 18 demonstrates an exceptionally high degree of selectivity for Pd2+ in the presence of the 

following ions: Ba2+, Cu2+, Zn2+, Al3+, Fe2+, Hg2+, Mg2+, Co3+, Mn2+, Ag+, Ca2+, Ni2+, Cd2+, Pb2+, Fe3+, Pt2+, Na+, and K+. It 

has been proposed that this chemosensor functions by opening the spirolactam ring. Whereas the free chemosensor 
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was only slightly emissive, the Pd2+ ions increased the fluorescence intensity and caused the chemosensor to become 

pink instead of straw color. This chemosensor was highly selective for the Pd2+ ion when chemosensor 18 and unique 

metal cations were present [36].  

 

Detection of Calcium ion 

An et al. (2013) developed and studied a new sensor called 7-Hydroxy-4-methylcoumarin-8-carbaldehyde-

(rhodamine) hydrazone as a fluorescent chemosensor for Ca+2 in acetonitrile. More than other competitive ions, the 

molecule was shown to bind preferentially to Ca+2 ions, changing its optical and fluorescence spectrum 

characteristics. 

 

Detection of Magnesium ion 

 
Several Schiff bases have been created by Hariharan and Anthony (Hariharan & Anthony, 2014) utilizing various 

diamines and substituted benzaldehyde. Chemosensor fluorescence responses to different metal (II) ions have been 

investigated in acetonitrile, methanol, dimethylformamide, and tetrahydrofuran. Additionally, there are real-world 

uses of the chemosensor for selective detection of Mg+2 in various tap, river, pond, and groundwater samples. 

 

Detection of Zinc ion 
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The Schiff base was created by Gupta et al. (Gupta, Singh, & Kumawat, 2014b) via condensation of 4-

aminoantipyrine and 4-hydroxy-3-methoxybenzaldehyde. Using UV–vis absorption spectra and photofluorescence 

spectra, the complexation behavior of chemosensors with various metal ions, including Zn+2 ions, in a methanolic 

solution was investigated. According to the results, the chemo sensor demonstrated a 55-fold increase in fluorescence 

at 533 nm following the addition of Zn+2 ions. The chemosensor showed excellent selectivity for luminous activity in 

the acidic pH range. 

 

Detection of Iron ion 

 
According to Pan et al. (Pan et al., 2017), 2-Aminophenol and 4-(diphenyl amino) benzaldehyde reacted to create 

Schiff base. The chemosensor exhibits a selective "turn-off" fluorescence response to Fe+3 in live cells. 

Iron is one of the transition metal ions most prevalent in the earth's crust andis found chiefly in the ferrous and ferric 

forms. Iron is essential for electron transport, oxygen absorption, oxygen metabolism, and other processes in living 

things. Nonetheless, there should always be a certain amount of iron in the human body. Numerous health issues are 

caused by both an excess and a shortage of it [37]. Due to iron(III)'s active participation in several biological 

processes, its selective detection is critical. Apart from the physical domain, a particular optical probe is necessary for 

the qualitative and quantitative assessment of iron in the clinical, environmental, and industrial environments.There 

have been reports of many chemical sensor types for the detection of iron that are based on colorimetric and 

fluorescence response (optical response). Fe3+'s paramagnetic feature, which causes the fluorescence of the sensor 

molecule to be quenched, is one of the main obstacles in the development of fluorescence sensors. As a result, the 

majority of fluorescent-based Fe3+ sensors are of the "turn-off" type[38], whereas very few are of the "turn-on" type[39, 

40]. One method used to create "turn-on" fluorescence sensors is Fe3+-aided hydrolysis[41]. The analyte may be easily 

detected with the unaided eye thanks to colorimetric sensors. Consequently, various colorimetric sensors have been 

created using the Fe3+'s strong complex formation capabilities. Because Fe3+ is a hard acid, it forms stable compounds 

with probes with complex donor atoms, such as N, O, etc. The colorimetric response is primarily caused by 

transitions in intramolecular charge transfer (ICT) to metal charge transfer (LMCT) and metal-to-ligand charge 

transfer (MLCT). The reported chemosensors for Fe3+ are based on salicylaldehyde or 5-nitrosalicylaldehyde and o-

aminophenol[42]; 8-formyl-7-hydroxy-4-methylcoumarine and 2-aminopyridine[43]; rhodamine-B-derivative and m-

phthaloyl chloride[44]; rhodamine-B-hydrazine and 2-(N methylpiperazinylimino)acetaldehyde[45]; 2-hydroxy-1-

naphthaldehyde and 2-aminopyridine [46]; 8-hydroxyjulolidine-9-carboxaldehyde and 1-(3-Aminopropyl) 

imidazole[47]; rhodamine derivative and pyrazolone[48]; rhodamine hydrazide 2-

tetrabutyldimethylsiloxybenzaldehyde[49]; aromaticaldehyde or substituted aromatic aldehyde andethylene diamine 

ortrans-1,2-diaminocyclohexane[50]; rhodamine 6G hydrazine and 2-formylimidazole; rhodamine 6G 

ethylelediamine and imidazole-2-carboxaldehyde[51]; pyrole-2-carboxaldehyde and 2-nitro-1-phenylene diamine or 

1,4-phenylenediamine[52]. There are additional reports of other chemosensors based on the LMCT principle. 

Anthony and colleagues reported on a set of five colorimetric sensors that were generated from the Schiff base. 

Modifying the sensor's structural motif allowed for the adjustment of their chemosensing properties: [53]; 2-(2'-

cyanophenoxy)nitrobenzene with salicylaldehyde or substituted salicylaldehyde[54]; 2-(2'-aminophenoxy)benzene 

carboxylicacid and 4-methoxysalicylaldehyde or 2-hydroxynaphthaldehyde[55]; rhodamine derivative and 8-

hydroxyquinolone[56]; 6-amino-3,4-benzocoumarine and 8-hydroxyquinoline-2-carbaldehyde[57]. Chemical sensors for 

metal ions can also be developed by effectively utilizing metal-catalyzed hydrolysis of imine bonds (-C=N). A 

diketopyrrol Schiff base was described by Wang et al.[58] as a chemodosimeter for detecting Fe3+ based on the imine 

bond's hydrolytic cleavage. Fe3+ catalyzed imine bond hydrolysis served as the foundation for Lin et al.'s 
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development of the chemical sensor known as bis(coumarin) Schiff base [59]. A rhodamine 6G Schiff base was 

described by Kang and colleagues[60] for the detection of Fe3+. 

 

Detection of Arsenic ion 

Even at low concentrations, arsenic is a lethal heavy metal despite being widely found in nature. It accumulates in 

the body and can lead to various diseases, including skin and lung malignancies, disruption of cellular respiration, 

and dysfunctions of the kidney, liver, bladder, and prostate [61-63]. As such, identifying As3+ ions in various 

samples is very important. Recent work reported using a fluorescent chemosensor 19 based on excited-state 

intramolecular proton transfer (ESIPT) to detect arsenic species in a real naphtha sample. The pH-related emission 

migration from 610 nm (pH 14,1) to 510 nm (pH 14,13) served as an example of the M-ESIPT process. When M-HBT's 

sensing capacity in ethanol was tested, the experiment's results demonstrated that As3+ reacted linearly well in the 0–

32 μM range *64+. Similarly, a new colorimetric sensor based on a benzothiazole Schiff base chemosensor 20 has been 

described to detect As3+/As5+ in mixed aqueous solutions rapidly. Its 7.0 ppb detection limit may be seen with the 

unaided eye in 10 seconds, and it offers the benefits of economy, simplicity, specificity, high sensitivity, and 

selectivity. Additionally, the probe shows exceptional selectivity in the presence of other common ions. It is suitable 

for the prompt, easy, and on-site detection of As3+/As5+ ions at deficient concentrations in real water samples [65].  

 

Another research used a new coumarin-based fluorescent chemosensor 21 to detect As3+ ions.  In the presence of 

secondary metal ions (Na+, Mg2+, Cu2+, Ni2+, Co2+, Zn2+, Pb2+, Fe2+, Fe3+, Hg2+, Ca2+, Cd2+, and Mn2+), the 

chemosensor shows excellent selectivity toward As3+. The development and evaluation of ArsenoFluor1, the first 

example of a chemosensor was done for the detection of As3+ in organic solvents at 298 K. At λem = 496 nm in THF, 

AF1 shows a 25-fold increase in fluorescence that is selective for As3+ over other physiologically relevant ions (such 

as Na+, Mg2+, Fe2+, and Zn2+) and has a sub-ppb detection limit. According to AF1’s optical characteristics, a strong, 

broad absorption band with a center wavelength of 385 nm in THF may be seen. The chromophore coumarin mostly 

dominates this band. By a photo induced electron transfer mechanism, the thiazoline N lone pair effectively quenches 

the ensuing fluorescence emission maxima at 496 nm, resulting in ameager quantum yield (f) 0.004. In essence, the 

nonconjugated AF1 is non-fluorescent. As3+ (as AsI3, albeit AsCl3 also has similar effects) enhances the fluorescence 

intensity of AF1 by approximately 25 times. The formation of benzothiazole C6-CF3 is indicated by red changes in 

the absorbance maxima from 385 to 464 nm, which coincide with this significant turn-ON response. Internal-charge-

transfer (ICT) is the usual method by which the commercially available coumarin-6 (analog of C6-CF3, with 

hydrogen substituting the CF3 group) and other coumarin-benzothiazole compounds produce fluorescence. 

Consequently, AF1 serves as an effective OFF–ON fluorescence sensor for As3+ in organic media at 298 K. The Schiff-

base thiolate form of AF1 is likely bis-coordinated to the thiolate anion during the sensing process. The thiolate anion 

attacks the C-N carbon, losing a proton to make the benzothiazole [66]. 
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Detection of Cyanide ion 

 
Because anions are so crucial to many biological, environmental, and chemical processes, monitoring them is 

necessary. They also harm life onearth beyond a certain point[67]. Due to their excellent ligating capacity with the 

active sites of hemoglobin and cytochrome c-oxidase, cyanide ions induce rapid death even in tiny levels. The 

environment is contaminated by cyanide and its derivatives due to its widespread usage in industrial operations. As 

such, developing an efficient technique for monitoring the level of cyanide ions [68-71] is imperative.  Optical sensors 

can detect cyanide contamination quickly, conveniently, and affordably by causing quantifiable changes in 

photophysical properties. Cyanide sensors are typically designed using three methods. The most common method is 

a covalent connection connecting the sensors' signaling unit and binding site. The signaling unit's color or 

fluorescence changesdue to the cyanide recognition process by binding sites. The second method is a displacement 

strategy based on coordination complexes, where the introduction of cyanide ions causes the free probe to regenerate 

and acquire unique photophysical characteristics. The third method is chemo-dosimetric, which uses a particular and 

irreversible chemical process to detect cyanide [72-74]. Here, the cyanide ion's distinct nucleophilicity is a sensing 

tool. When exposed to cyanide ions, Schiff bases show spectacular colorimetric and fluorescence responses; several 

accounts of these reactions can be found in the literature. The subsequent Schiff base-derived sensors are based on 

the following: 3,5-diamino-1,2,4-triazole and 2-hydroxy-1-naphthalehyde[75]; 8-hydroxyjulolidine-9-carboxaldehyde 

and 1-amino naphthalene -2-ol; [76]; 7-amino-4-methyl coumarin and 2-hydroxy-1-Naphthaldehyde [77]; 4-

(diethylamino)salicylaldehyde and isonicotinic hydrazide[78]; 2-hydroxyl-1- naphthaldehyde and N-(1-naphthyl) 

ethylenediamine dihydrochloride [79]; fluorene-2-aldehyde and diaminomaleonitrile[80]; salicylaldehyde hydrazine 

and 3, 5-dibromosalicylaldehyde [81]; Benzil and 2,4-(dinitrophenyl)hydrazine[82]; 2-amino-3-[(2-

pyridylmethyl)amino ]-2(Z)-butene-1,4-dinitrile. There are reports of 2-hydroxy-1-naphthaldehyde [83]. In addition 

to Schiff bases, many additional classes of chemicals have been identified as cyanide ion chemosensors [84-89]. Most 

of these probes function best in organic or organic/aqueous mixtures with a larger volume (fraction) of organic 

matter.  

 

Detection of phosphate ion 

4-bromo-2-((6-methoxybenzo[d]thiazol-2-ylimino)methyl)phenol[90] and 4-((2,4dichlorophenyl)diazenyl)-2-

(3hydroxypropylimino) methyl) phenol[91] has demonstrated an optical shift from yellow to orange for H2PO4. Due 

to the transfer of a proton from phenolic -OH to imino group (-C=N), which is responsible for sensing, both Schiff 

bases coexist in ketol and enol forms. A few Schiff bases based onhydrazine[92] and hydrazine[93] have also been 

reported in the literature for the colorimetric detection of dihydrogen phosphate ions. 
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Detection of acetate ion 

 
Acetate is a component of several enzymes, antibodies, and metabolic processes.[94] Despite this, there are several 

Schiff bases, such as2-(((3,4-dimethoxyphenethyl)imino)methyl)-4-((4-nitrophenyl)diazenyl)phenol,[95] 4-bromo-2-

((6-methoxybenzo[d]thiazol-2-ylimino)methyl)phenol,[96] 4-((E)-(2-Hydroxy-5-((E)-(4nitrophenyl) diazenyl) 

benzylidene) amino)-1,5-dimethyl-2-phenyl-1H-pyrazol-3(2H)-one,[97]Although H3NTS[98] and 

Hydroxynaphthaldehydeallylidenehydrazine[99] have acceptable detection limits, they are not AcO-specific because, 

under the identical reaction circumstances, these Schiff bases also show the exact color change for other ions. Thus, 1-

naphthylamine (2-((E)-((4-chloro-3-(trifluoromethyl)phenyl)imino)methyl) -4-((E)-naphthalene-1-yldiazenyl) phenol 

(CTNP) has been described by Parchegani et al.Since CTNP exhibits a pale yellow to red color change for AcO- in 

DMSO, it can be used as a visual sensor for acetate ions [100]. "CTNP" readily interacts with acetate ions because it 

has three very electronegative fluorine atoms at the phenyl group, forming an electropositive center at the active site 

(-C=N). Similarly, Schiff bases with nitro groups have –NO2 moieties, which have a declining inductive impact on the 

electronic cloud. The amino group (-NH) and imino group (-C=N) are in charge of AcO-'s attachment to the Schiff 

base. Nevertheless, nitro salicylidene-benezendiamine[101] and o-phenylenediammine[102] become yellow from 

colorless during contact with AcO. Naphthyl-hydrazone has demonstrated a hue shift from yellow to orange[103]. 

Several other substances have been reported to function as colorimetric sensors for AcO-, including 

aminophenol[104], naphthoquinone-based Schiff bases[105], azo-dye[106], and naphthalene[107]. 

 

CONCLUSION 
 

Schiff base compounds may be readily synthesized in labs using various reaction techniques. Using different 

analytical methods, Schiff bases have been employed to detect a range of metal ions, including Hg2+, Cd2+, Cr3+, 

Pd2+, and others. The use of different Schiff base probes as chemosensors to identify metal ions (cations) has been 

covered in this chapter. A stable complex may be created when a metal center aligns with azomethine's nitrogen 

atom, which might serve as a ligating site. Outstanding outcomes in the area of metal cation detection have been 

documented. Nonetheless, it is imperative to design chemosensors that can function in various environments and 

have excellent selectivity and sensitivity for hazardous metal cations. 
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The global pursuit of sustainable energy solutions has intensified recently, catalyzing innovative 

approaches to harness renewable resources. Nanotechnology has emerged as a transformative force in 

this quest, offering unprecedented opportunities to revolutionize the renewable energy landscape. This 

paper delves into the multifaceted role of nanotechnology in driving sustainable advancements within 

renewable energy domains. By exploring various applications, such as nanomaterial-enhanced solar cells, 

nanostructured catalysts for fuel cells, and nanocomposites for energy storage, this study elucidates how 

nanotechnology enables enhanced efficiency, cost-effectiveness, and environmental sustainability in 

renewable energy systems. Moreover, it examines the pivotal role of nanoscience in addressing key 

challenges, including scalability, stability, and performance optimization. Through a comprehensive 

analysis of recent developments and future prospects, this research underscores the immense potential of 

sustainable nanotechnology applications in fostering a cleaner, more resilient energy future. 
 

Keywords: Nanotechnology, Renewable energy and Sustainablity 

 

INTRODUCTION 

 

Nanotechnology has become a ubiquitous force in global industries, especially in developed regions, nanoscale 

markets have expanded rapidly in the past decades. This transformative technology, now considered a versatile tool, 

encompasses four generations of nanomaterials(NM): within the realm of nanotechnology, there are active and 

passive nano assemblies, general nanosystems, and small-scale molecular nanosystems. These categories represent a 

progression in nanotechnology's evolution, showcasing its versatility in interdisciplinary scientific fields. From 
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specialized functionalities in active nanoassemblies to the precision of small-scale molecular nanosystems, 

nanotechnology continues to revolutionize various sectors, driving innovation and shaping the technological 

landscape [1].Advancements in science and technology drive the adoption of cost-effective, safe, and cleaner 

alternatives over older technologies. Given the global concern over depleting natural resources and their financial 

implications, nanotechnology emerges as a viable solution. Nanotechnology offers a gateway to address these 

challenges by providing innovative and efficient technologies that align with sustainability goals. Its potential to offer 

resource-efficient and environmentally friendly solutions makes it a key player in the pursuit of cleaner and more 

economically viable technologies for the scientific community[2]. Our civilization confronts a critical challenge: 

developing an economically viable path to global sustainable energy. The task is to efficiently capture abundant yet 

intermittent solar energy, converting it into high-density and easily storable forms to meet our forecasted energy 

needs. The goal is to harness the essentially limitless solar resource for long-term sustainability[3].Researchers aim to 

enhance light trapping in ultra-thin film solar cells (SCs) through various studied methods [4]. This review elucidates 

the role of nanotechnology in the advanced development of alternating sources of energy involving energy 

conversion and energy storage devices as showcased in Fig. 1.Firstly, we start with different nanomaterials and 

photovoltaics (PVs) which have been utilized to increase the efficiency of SCs followed by the advancement in wind 

energy(WE) conversion and storage system with the utilization of nanomaterials. Further, the role of nanotechnology 

in batteries and supercapacitors have been demonstrated. Finally, we spot a light on existing challenges and future 

prospects of nanotechnology in revolutionizing the renewable energy systems. 

 

Harnessing solar energy 

Harnessing solar energy(SE) refers to the process of capturing and utilizing the radiant energy emitted by the sun for 

various practical purposes. Harnessing SE is a sustainable and renewable approach to meetenergy needs while 

reducing dependence on non-renewable resources and minimizing environmental impact.The Earth receives 1,24,000 

terawatts of solar power at its surface, with only about 0.07% utilized by photosynthetic organisms. This underscores 

the immense untapped potential for capturing and utilizing solar energy more efficiently[5]. 

 

Nanostructured photovoltaics 

Nanostructured photovoltaics revolutionize SE by utilizing materials at the nanoscale to enhance the efficiency of 

solar cells (SC).Nanomaterials and nanostructures show great potential in boosting SC performance by enhancing 

light trapping and photocarrier collection. Their ability to be fabricated inexpensively opens the door to cost-effective 

production of photovoltaics (PV)[6]. 

 

Improving solar panel efficiency through nanomaterials 

Sun is abundant source of SE but sunlight available during the daylight hours, necessitating the need for 

storage.Different nanomaterials have been utilized in SE storage system in energy saving and improving the energy 

efficiency with reduction in global warming[7].In residential, commercial, and industrial sector, SE system can used 

to produce electricity instead of the utilization of fossil fuels for cooling and heating purposes in economical friendly 

way. For instance, cold air of winters can be used during summers for air conditioning and on the other side, heat 

generated by solar collectors in summers can be used to heat winters[8].Different nanomaterials have been studied 

for SE storage system. For example, Aguilar and co-workers [9] prepared nanofluids based on TiO2 nanoparticles for 

concentrating solar power (CSP) plants by one-step solvo thermal and two-step ultrasonic method. For nanofluid 

prepared via one-step method, thermal conductivity was surged up to 31.4% and for nanofluid prepared by two step, 

thermal conductivity was surged up to 52,7% at higher temperatures. The authors studied that these nanofluids can 

be considered as suitable heat transfer fluids for CSP plants due to the improvement of heat transfer coefficient up to 

35%.  

 

Thin-film solar cells and nanotechnology innovations 

Thin-film SCs are seen as an important way to cut down the cost of making PVCs in the short to medium term.Thin 

film SCsare cost-effectively produced by utilizing an additive deposition process on affordable substrates like glass, 

metal foil, or plastic. However, thin cells are usually not as efficient as thicker ones for two main reasons: first, they 
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have a hard time absorbing all the sunlight without special methods to trap light or unique compositions; secondly, 

thin film cells are often not as good because they are made up of polycrystalline or amorphous. This leads to more 

places where the energy is lost, making them less efficient[10].Thin-film technologies, employing materials like CdTe, 

copper indium gallium diselenide(CIGS), and amorphous or micro/nanocrystalline silicon, share a common attribute: 

a direct band gap. This characteristic enables highly efficient light absorption even with minimal thickness [11]. 

 

Advanced in wind energy  

Over the previous decade, there has been swift progress and research in wind energy (WE) conversion systems and 

the accompanying enabling technologies. Integrating wind turbine into the integral design of buildings presents 

apromising strategy to encourage on-site renewable energy conversion in the urban area. However, there is not much 

information about how well wind turbine works, wind speeds in cities, and how the generated wind  power gets 

connected to the grid [12]. 

 

Nanomaterials for lightweight and stronger wind turbine blades  

Nanoparticle (NP)-reinforced composite materials are becoming increasingly popular among researchers and 

industry due to their surprising properties. Basically, ensuring the extended lifespan of wind turbine blades involves 

a need for a high strength to weight ratio, fatigue life, low weight, and stiffness.SiO2 and Al2O3 nanocomposites with 

varying ratios of NPs are created and examined to assess their suitability for use in wind turbine rotor blade 

structures[13].The incorporation of nanomaterials into composites imparts advanced properties to the combination, 

making nanocomposites desirable material systems for wind turbine blades due to their low weight, high strength, 

and other superior properties [14]. 

 

Enhancing efficiency and durability of wind turbines with nanotech coatings 

Nanotechnology holds promise for enhancing the efficiency and durability of wind turbines that captures SE. 

Advanced composite materials such as carbon nanofibers (CNFs) and electrospun polymer nanofibers can improve 

properties of wind turbine blades such as vibration damping, shock and friction resistance, and water blockage[15, 

16].These nanocomposite coatings can significantly increase the damping ratio of the blades and reduce wear rates, 

leading to improved structural stability and longevity [17].Additionally, the use of nanofibers interleaving in 

composite laminates can enhance fracture toughness, resistance, and fatigue properties, without compromising other 

mechanical properties [18].The incorporation of NPs reinforcement, like carbon nanotubes (CNT), can enhance the 

toughness, fatigue resistance, and electrostatic properties of wind turbine blades[19].Overall, the implementation of 

nanotechnology in wind turbine blade design can contribute to the efficient and durable harnessing of SE.  

 

Nanogenerators: Harvesting wind energy at micro/nano scales 

Nanogenerators are devices that can harvest energy from various sources, including wind and SE, at micro/nano 

scales. These devices employ diverse mechanism to transform mechanical or thermal energy into electrical energy. 

For WE harvesting, micro-nano energy harvesters have been developed to scavenge energy from low-speed wind 

flows, which traditional wind farms cannot efficiently utilize[20].These micro-nano energy harvesters employ 

different transduction mechanisms and materials to convert wind-induced excitations into electrical 

energy [21].Alternatively, in harvesting SE, a demonstrated hybrid nanogenerator combining a triboelectric 

nanogenerator (TENG) with a PV cell. This hybrid nanogenerator can simultaneously collect and transmit swinging 

mechanical energy and SE wirelessly[22].These advancements in nanogenerators provide promising methods for 

harnessing wind and SE at micro/nano scales, contributing to the development of sustainable and efficient energy 

sources [23, 24]. 

 

Nano-enabled energy storage 

Nano-enabled energy storage harnesses storage energy by utilizing nanomaterials and nanocrystals to improve the 

performance and capabilities of energy storage devices like batteries and supercapacitors. Nanomaterials offer 

advantages such as high surface area, fast ion diffusion, and improved electronic conductivity, leading to higher 

energy and power densities in storage devices[25, 26]. 
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Nanomaterials in batteries for enhanced capacity and lifespan 

Nanomaterials like graphene oxide and carbon nanotubes show promise in boosting battery capacity and lifespan. 

Their high electrical conductivity and stability facilitate efficient charge transfer and electrolyte diffusion, addressing 

challenges in traditional batteries. These nanomaterials offer increased active sites for electrochemical reactions, 

enhancing overall battery capacity, while their stability contributes to prolonged lifespan by maintaining structural 

integrity. In summary, integrating carbon nanomaterials into batteries has the potential to revolutionize energy 

storage with improved performance and durability[27].Nanomaterials have shown promise in enhancing the 

capacity and lifespan of batteries for energy storage [28]. Nanomaterials, such as quantum dots (QDs), offer high 

specific surface area, allowing for easy penetration of electrolytes and advantageous high energy/power density 

application[29]. 

 

Supercapacitors and nanotechnology: rapid energy storage 

Owing to long cycle life, and high power capabilities supercapacitors are considered as excellent energy storage 

device for both on-board and stationary applications [30].Both the electrode and the electrolyte are pivotal for the 

performance of supercapacitors. Numerous nanomaterials have been explored as electrodes for supercapacitors 

which showed significantly high electrocatalytic performance[31].Carbon based nanomaterials, metal and metal-

oxides, polymeric materials and their composites have been used to modify the surface of electrode of 

supercapacitors. The most frequently utilized material for supercapacitor electrode is carbon.Carbon electrodes can 

be produced in various 1D to 3D structures like foams, fibers, and nanotubes.Activated carbon (AC) serves as the 

active electrode material for supercapacitors owing to its  high specific surface area (1000-2000 m2 g−1) and cost-

effectiveness.The study found a significant capacitance in mesoporous carbon with small pores, suggesting partial 

ion desolvation may be the cause of this capacitance [30].Sheoran et.al[32] prepared an innovative nanocomposite 

electrode substance for use in supercapacitors. The electrode material of the composite for supercapacitor 

applications is composed of the carbon black anchored bismuth-tungstate-aniline complex (Bi2(WO4)3/Aniline/CB) 

(BTACB) nanocomposite.Exhibiting impressive cycling stability and a specific capacitance of 306 F/g at a current 

density (CD) of 1 A/g, the BTACB nanocomposite showed favorable electrochemical attributes. 

 

Future prospects and challenges 

Future dimensions of nano-empowerment in renewable energy include utilizing nanotechnology-based processing 

strategies to transform agricultural waste into energy resources[33].There are challenges that need to be addressed. 

Firstly, the current manufacturing processes for nanomaterials are energy-intensive and rely on non-renewable 

resources, which is not sustainable in the long term[34].Secondly, there is a lag between the rapid growth in the 

innovation of unsustainable nanomaterials and their long-term effects on the environment, human health, and 

climate[35]. 

 

CONCLUSION 
 

Nanotechnology has emerged as a transformative force in driving sustainable advancements within renewable 

energy domains, offering opportunities to revolutionize the renewable energy landscape. Nanomaterials and 

nanostructures show significant promise in boosting the performance of SCs by augmenting light trapping and 

photocarrier collection, leading to enhanced efficiency and cost-effective production of PVs. Nanotechnology is 

crucial in shaping energy storage devices like batteries and supercapacitors, providing benefits like increased surface 

area, fast ion diffusion, and improved electronic conductivity. 
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Graphical Abstract Fig.1.Schematic representation of different 

renewable energy storage technologies. 
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Oil-related incidents have increased the amount of oily water and soluble toxins over the last few years, 

which have a significant negative impact on the ecosystem and the environment. Thus, there is a great 

deal of interest in the creation of hydrophilic substances due to the potential for oil/water separation. In 

the present study, we have designed a hydrophilic membrane composed of polyethersulfone (PES) and 

GO-ZnO nanocomposites. The resulting composite membrane demonstrated excellent mechanical 

stability, high oil-water separation efficiency, and excellent reusability after seven consecutive cycles. 

When compared to a pure PES membrane, the membrane's contact angle reduced from 115° to 85°, while 

its pore size and density were also improved. Furthermore, the membrane retained its hydrophilicity 

after sanding (100 times) and bending (200 times) tests. Additionally, the prepared membrane performed 

excellently in separating oil-in-water mixtures, with separation efficiencies of more than 96% for petrol, 

95% for diesel and 88% for crude oil in the first filtration cycle. 
 

Keywords: Graphene Oxide-ZnO, GO-ZnO/Polyethersulfone, Filtration 

 

INTRODUCTION 

 

The refining and production process generates a significant amount of oil/water (O/W) mixtures, which cause a 

severe hazard to the atmosphere and human health when discharged into rivers and oceans [1-4]. The potential to 

separate out emulsified O/W mixtures using skimming, centrifugation, air flotation, sponge absorption, and other 

traditional procedures exists, but they are not efficient or cost-effective [5-10]. Moreover, they are inefficient at 

separating tiny oil droplets from water, necessitating for extra treatment. Organic materials that are hazardous and 
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tough for nature to decompose are frequently detected in effluents. Aromatic dyes in pollutants may reduce the rate 

of photosynthesis, diminish oxygen dissolution, and obstruct solar light penetration, which may alter the balance of 

the aquatic ecosystem [11-14]. Some aromatic pollutants are extremely dangerous to human beings because they are 

mutagenic or carcinogenic.  Membrane technology has become a strong contender for O/W separation and is 

essential in industrial applications due to its high efficiency as well as minimal energy need [15]. The major 

superiority of using membranes includes high solid retentivity, cost-effectiveness, process flexibility, environmental 

friendliness, and small footprints [16]. Nano-filtration (NF), micro-filtration (MF), reverse osmosis (RO) and ultra-

filtration (UF) are the different types of membrane technology [17, 18]. UF is currently use extensively because it is 

more effective at separating out pollutants and has stronger anti-fouling properties [18]. Among various polymers, 

Polyethersulfone (PES) is a extensively used polymer for water treatment membrane materials because of its high 

durability and good mechanical properties [19, 20]. However, the hydrophobic character of PES membranes causes 

membrane fouling, resulting in a decline in water flux, increased energy consumption, and high maintenance 

requirements [21, 22]. To overcome these drawbacks, some organic and inorganic additives should be doped to the 

membrane matrix. Some surface modification methods viz; blending, coating, and surface grafting also enhance 

membrane performance. Blending is the most basic way among these modifications to boost membrane performance 

[23, 24].Currently, inorganic nanoscale materials are now widely employed in membrane preparation via the 

blending process due to their multiple advantages. These blended inorganic materials may generate tiny dimensions, 

consistent pores on the membrane surface with additional stability, and good hydrophilicity [21-24].In addition, they 

may improve mass transfer, enhance the selectivity in separation applications, and reduce fouling. The most frequent 

inorganic particles used in membrane fabrication are as follows: AgO, ZnO, GO, TiO2, SiO2, CNT, and Al2O3. 

Among all of these, GO is the rising nanoparticle owing to its extraordinary properties viz; large surface area, 

numerous active sites with various functional groups, light weight, sp2 hybridized, high mechanical strength, and 

layered structure.Doping of ZnO nanoparticles into PES membranes has resulted in a low flux decline with improved 

permeability, as reported in previous studies. For example, Leo et al. concluded that oleic acid drastically decreased 

the hydrophobic nature of the ZnO/Psf membrane and enhanced fouling resistance [25].However, as noticed in 

research conducted by Shen et al. and Balta et al. [26], the incorporation of zinc oxide nanoparticles to PVDF 

membranes had a small impact on the elimination of model foulant. In this work, we prepared GO-ZnO embedded 

PES membranes having DMAc as the solvent and PVP as a pore-forming ingredient to investigate the performance of 

the membranes to separate oil-water emulsions.  

 

EXPERIMENTAL DETAILS 

 

MATERIALS 

 

Polyethersulfone (PES) was taken as the mainsource to prepare a membrane. To dissolve the polymer, 

Dimethylacetamide (DMAc) was utilised as a solvent. Polyvinylpyrrolidone (PVP), sodium dodecyl sulfate (SDS), 

methylene blue (MB), zinc acetate (Zn(CH3COO)2, and sodium hydroxide pallets were procured from Sigma-

Aldrich. None of the above chemicals were further purified before consumption. All preparations were made using 

freshly distilled water.. 

 
Synthesis of GO-Zinc oxide nanocomposites 

GO was produced using the process detailed in our earlier study [27, 28]. The 100 mg earlier prepared GO powder 

and 200 mg zinc acetate were dissolved in the 200ml water in a conical flask at 40°C for 2 hours. Then 500 mg sodium 

hydroxide pallets were added slowly into the above suspension and stir the mixture at 70°C for next 4 hours. Further, 

the suspension was allowed to cool, centrifuged, and washed with distilled water and ethanol to get rid of 

impurities. The final product was dried in a hot air oven and then calcined at 400°C for 4 hours. 
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Preparation of Membranes 
The pure and hybrid membranes were prepared employing the phase inversion technique [21-25].  A homogeneous 

polymer solution was made using PES (14 wt%), PVP (2 wt%), and DMAc. After the polymers had completely 

dissolved, different concentrations of GO-ZnO nanoparticles were added. Once the mixture had reached a constant 

consistency, it was vigorously stirred for about 10 hours.  Now the resulting mixture was casted over the glass plate 

using a doctor blade. After 30 seconds in the air, the glass plate was submerged in a freshwater container. In order to 

entirely eliminate the solvent from the film, the synthesized membrane was submerged in water for 6-7 hours. 

 

Characterization of GO-ZnO Nanoparticles and Prepared Membranes  

The GO-ZnO nanoparticles synthesized were characterized using FESEM and energy-dispersive X-ray spectroscopy. 

The prepared membrane was also characterized for its hydrophilicity, surface morphologies, mechanical strength, 

and pore size analysis [29, 30]. The mechanical strength of the membrane was evaluated by subjecting it to abrasion 

and folding 100 times. Goniometer was used to measure the produced membranes hydrophilicity. First, the 

membranes were dried out and then, the contact angles (CAs) prepared membranes were measured. The membrane 

pore size was calculated by cutting dry membrane samples (Pure PES membranes and GO-ZnO embedded 

membranes) to a specific size and kept them in water for 12 hours. The membranes were then weighed and air dried 

for 24 hours. The weight in the dry state was measured to analyze the membrane porosity (ε) using equation 1: 

ε=(ω_2—ω_1 )/(A×l×ρ_w )×100                                                                                                                                    <<<<(1) 

 

where ω2 is the weight of the wet membrane, ω1 is the weight of the dry membrane (g), A (cm2) is the area of the 

membrane, l is the thickness of the membrane (0.022 cm), and ρw is the water density (998 g/cm3). The permeability 

of the synthesized membranes (Pure PES membrane and GO-ZnO PES membrane) was also calculated using 

equation 2: 

J=V/(s×t)                                                                                                                                                                           <<<<(2) 

where J is the water flux (Lm−2 h−1), V is the permeate volume (L), s is the used membrane area (m2), and t is the 

time (hr). 

 

Separation of Oil-Water Samples 

Filtration experiments were conducted to separate oil-water emulsions from laboratory-prepared samples using the 

prepared membranes. Three different types of oils were mixed with water in a (1:5) ratio, and sodium dodecyl sulfate 

(SDS) was used as an emulsifier to emulsify the prepared samples [31-34]. In order to assess the membrane's capacity 

for adsorbing coloured dye, a very little quantity of MB was introduced to one sample. Utilising equation 3, the oil 

removal percentage was calculated: 

%R=[(C_i-C_e)/C_i ]×100                                                                                                                                                   <<<(3) 

where Ci and Ce are the initial and final concentrations of oil in the water solution. 

 

RESULTS AND DISCUSSION 

 

Characterization of GO-ZnO Nanocomposites  

The morphology of the synthesized GO-ZnO nanocomposites was examined using FESEM and HRTEM. As shown 

in Figure 1, there was no significant agglomeration of ZnO nanocomposites on the surface of GO sheets. Spherically 

round or petal-shaped nanoparticles were observed, which were well-distributed over the surface of the GO sheets 

[21, 22]. The elemental analysis of the nanocomposite was confirmed using EDX, which showed the presence of 

carbon, oxygen, and zinc [21-24]. These findings support the notion that the GO-ZnO nanocomposite was 

successfully synthesized. 
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Characterization of the Membranes  

After confirming the synthesis of the nanocomposites, they were blended into the preparation of membranes in 

different ratios for further applications. The prepared membranes were analyzed using FESEM, and the results were 

encouraging as depicted in Fig. 2. The nanocomposites were evenly distributed over the surface of the 

polyethersulfone supporting layer, and the pores were equally distributed with proper radii or pore diameter. The 

inclusion of these nanocomposites enhanced the thickness of the prepared hybrid membrane due to the formation of 

figure-like projections between the top and dense layer [35]. These macro gaps and projections improved the 

membrane's hydrophilicity and made it easier for water to pass through the membrane. Figure 3 shows that the 

membrane's increased hydrophilicity is evidenced by the contact angle's decrease from 115° to 85°. A lower contact 

angle indicates higher water flux and lower chances of membrane fouling [15-18]. The low rate of water flux and 

hydrophobicity are the two primary reasons for membrane fouling. Due to the increase in pore counts and 

hydrophilicity of the made membrane, the water permeability of the composite membrane was raised five times 

following the doping of nanocomposites. The mechanical stability of the prepared membrane is critical for 

withstanding harsh realistic environments. Its mechanical stability was tested using various methods, including 

abrasion, folding, soaking in water, and drying more than 100 times [35]. The results were remarkable. The 

constructed membrane was subjected to abrasion and folding tests, as seen in Figure 3. A weight of 50 g was 

employed to evaluate the membrane's abrasion resistance while it was mounted on mesh sandpaper. The membrane 

retained its hydrophilicity after 100 circular motions on sandpaper, demonstrating outstanding anti-abrasion 

capabilities. Additionally, after being folded 200 times, the membrane's surface did not detach or crack, proving the 

membrane's strong mechanical stability after the inclusion of nanocomposites. 

 

Separation of oil-water emulsions 

The laboratory-prepared oil-water emulsion samples were passed through the prepared membrane using a filtration 

assembly, as illustrated in Fig. 4. A volume of 1.0 L was processed in a single cycle, and a total of seven cycles were 

performed with the membrane, followed by washing with distilled water after every cycle [31-35]. Equation (3) from 

the previous section was used to calculate the oil-water separation capacity and the results demonstrated that the 

modified membrane could effectively separate about 96% of petrol oil, 95% of diesel oil, and 88% of crude oil in the 

first filtration cycle, as shown in Fig. 5. However, the obstruction of pores or active sites on the membrane caused the 

separation capacity to drop by about 4-5% after each filtration cycle. The filtration process was continued until the 

seventh cycle, after which the oil-water separation capacity fell below 50%, and no further filtration cycles were 

performed, as indicated in the graph below [29]. Additionally, pure water was permitted through the membrane 

while the oil and dye (methylene blue) soaked up over its surface. Our previous research article showed that the 

coloured dyes and heavy metal ions were also successfully adsorbed onto the surface of the prepared membrane. 

 

CONCLUSIONS 
 

As a result, we have successfully prepareded a PES membrane implanted with GO-ZnO nanoparticles utilising the 

phase inversion technique. According to the results of our characterization, the nanoparticles were evenly distributed 

throughout the surface of the GO without clumping together. The formation of GO-ZnO nanoparticles was verified 

by elemental analysis performed using EDX. Our research revealed that adding nanoparticles dramatically increased 

the membrane's hydrophilicity and water permeability, lowering its contact angle from 115° to 87°. The resulting 

membrane's capability to extract oil from oil and water emulsions was tested. It had impressive separation efficiency 

in the first filtration cycle, being able to separate 96% of petrol, 95% of diesel and 88% of crude oil. The membrane 

was still functional after up to seven cycles, even though the separation capacity dropped by 4-5% after each cycle. 

Overall, our technique for embedding GO-ZnO nanoparticles into PES membranes has been shown to be a promising 

one for the creation of sophisticated hybrid membranes with improved capabilities for effective oil-water separation. 

 

 

 

Rohit Goyat and  Joginder Singh 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75618 

 

   

 

 

ACKNOWLEDGEMENT  
The authors are thankful to Head of Chemistry Department, Maharishi Markandeshwar (Deemed to be University), 

Mullana Ambala, India, for providing necessary research facilities. 

 

REFERENCES 
 

1. C.P.M. de Oliveira, M.M. Viana, G.R. Silva, L.S.F. Lima, E.C. de Paula, M.C. S. Amaral, Potential use of green 

TiO2 and recycled membrane in a photocatalytic membrane reactor for oil refinery wastewater polishing, J. 

Clean. Prod. 257 (2020), 120526. 

2. S. Jamaly, A. Giwa, S.W. Hasan, Recent improvements in oily wastewater treatment: progress, challenges, and 

future opportunities, J. Environ. Sci. 37 (2015) 15–30. 

3. X. Zhang, B. Zhang, Y. Wu, T. Wang, J. Qiu, Preparation and characterization of a diatomite hybrid 

microfiltration carbon membrane for oily wastewater treatment, J. Taiwan Inst. Chem. Eng. 89 (2018) 39–48. 

4. N.H. Ismail, W.N.W. Salleh, A.F. Ismail, H. Hasbullah, N. Yusof, F. Aziz, J. Jaafar, Hydrophilic polymer-based 

membrane for oily wastewater treatment: a review, Sep. Purif. Technol. 233 (2020), 116007.  

5. P. Painmanakul, P. Sastaravet, S. Lersjintanakarn, S. Khaodhiar, Effect of bubble hydrodynamic and chemical 

dosage on treatment of oily wastewater by Induced Air Flotation (IAF) process, Chem. Eng. Res. Des. 88 

(2010) 693–702. 

6. Y.S. Li, L. Yan, C.B. Xiang, L.J. Hong, Treatment of oily wastewater by organic–inorganic composite tubular 

ultrafiltration (UF) membranes, Desalination 196 (2006) 76–83. 

7. A. Golshenas, Z. Sadeghian, S.N. Ashrafizadeh, Performance evaluation of a ceramic-based photocatalytic 

membrane reactor for treatment of oily wastewater, J. Water Process Eng. 36 (2020), 101186.  

8. S. Qiu, B. Jiang, X. Zheng, J. Zheng, C. Zhu, M. Wu, Hydrophobic and fire-resistant carbon monolith from 

melamine sponge: a recyclable sorbent for oil–water separation, Carbon 84 (2015) 551–559.  

9. C.S. Ong, W.J. Lau, P.S. Goh, B.C. Ng, A.F. Ismail, Investigation of submerged membrane photocatalytic 

reactor (sMPR) operating parameters during oily wastewater treatment process, Desalination 353 (2014) 48–

56. 

10. C.-L. Yang, Electrochemical coagulation for oily water demulsification, Sep. Purif. Technol. 54 (2007) 388–395.  

11. B. Chakrabarty, A.K. Ghoshal, M.K. Purkait, Ultrafiltration of stable oil-in-water emulsion by polysulfone 

membrane, J. Membr. Sci. 325 (2008) 427–437.  

12. A. Pagidi, R. Saranya, G. Arthanareeswaran, A.F. Ismail, T. Matsuura, Enhanced oil–water separation using 

polysulfone membranes modified with polymeric additives, Desalination 344 (2014) 280–288.  

13. J.A. Prince, S. Bhuvana, V. Anbharasi, N. Ayyanar, K.V.K. Boodhoo, G. Singh, Ultra-wetting graphene-based 

PES ultrafiltration membrane–a novel approach for successful oil-water separation, Water Res. 103 (2016) 311–

318.  

14. A.K. Kota, G. Kwon, W. Choi, J.M. Mabry, A. Tuteja, Hygro-responsive membranes for effective oil–water 

separation, Nat. Commun. 3 (2012) 1–8.  

15. S.J. Maguire-Boyle, A.R. Barron, A new functionalization strategy for oil/water separation membranes, J. 

Membr. Sci. 382 (2011) 107–115.  

16. T.D. Kusworo, D.P. Utomo, Performance evaluation of double stage process using nano hybrid PES/SiO2-PES 

membrane and PES/ZnO-PES membranes for oily waste water treatment to clean water, J. Environ. Chem. 

Eng. 5 (2017) 6077–6086. 

17. Saraswathi M S A, Kausalya R, Kaleekkal J N, Rana D, Nagendran A 2017 J. Environ. Chem. Eng., 5 2937–43.  

18. Lin J, Ye W, Zhong K, Shen J, Jullok N, Sotto A, Van der Bruggen B 2016 Chem. Eng. Proc., 107 194-205. 

19. Wang Z, Wang H, Liu J, Zhang Y 2014 Desalination, 344 313–320.  

20. Liu F, Hashim N A, Liu Y, Abed M R M, Li K 2011 J. Membr. Sci., 375 1–27. 

21. C. H. Koo, A. W. Mohammad, F. Suja’, and M. Z. MeorTalib, ‚Use and development of fouling index in 

predicting membrane fouling,‛ Separation and Purification Reviews, vol. 42, no. 4, pp. 296–339, 2013. 

Rohit Goyat and  Joginder Singh 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75619 

 

   

 

 

22. P. S. Singh, K. Parashuram, S. Maurya, P. Ray, and A. V. R. Reddy, ‚Structure-performance-fouling studies of 

polysulfone microfiltration hollow fibre membranes,‛ Bulletin of MaterialsScience, vol. 35, no. 5, pp. 817–822, 

2012. 

23. S. Balta, A. Sotto, P. Luis, L. Benea, B. Van der Bruggen, and J. Kim, ‚A new outlook on membrane 

enhancement with nanoparticles: the alternative of ZnO,‛ Journal of MembraneScience, vol. 389, pp. 155–161, 

2012. 

24. S. MasoumiKhosroshahi, A. Miroliaei, Y. Jafarzadeh, Preparation and characterization of MWCNT-

COOH/PVC ultrafiltration membranes to use in water treatment, Adv. Environ. Technol. 4 (2) (2018) 95–105. 

25. C. P. Leo,W. P. Cathie Lee, A. L. Ahmad, and A.W.Mohammad, ‚Polysulfone membranes blended with ZnO 

nanoparticles for reducing fouling by oleic acid,‛ Separation and PurificationTechnology, vol. 89, pp. 51–56, 

2012. 

26. L. Shen, X. Bian, X. Lu et al., ‚Preparation and characterization of ZnO/polyethersulfone (PES) hybrid 

membranes,‛ Desalination, vol. 293, pp. 21–29, 2012. 

27. Goyat, R., Singh, J., Umar, A., Saharan, Y., Kumar, V., Algadi, H., Akbar, S. and Baskoutas, S., 2022. Modified 

low-temperature synthesis of graphene oxide nanosheets: Enhanced adsorption, antibacterial and antioxidant 

properties. Environmental Research, 215, p.114245. 

28. Goyat, R., Saharan, Y., Singh, J., Umar, A. and Akbar, S., 2022. Synthesis of Graphene-Based Nanocomposites 

for Environmental Remediation Applications: A Review. Molecules, 27(19), p.6433. 

29. Kaur, R., Goyat, R., Singh, J., Umar, A., Chaudhry, V. and Akbar, S., 2022. An Overview of Membrane 

Distillation Technology: One of the Perfect Fighters for Desalination. Eng. Sci, p.1. 

30. Kumar, V., Rout, C., Singh, J., Saharan, Y., Goyat, R., Umar, A., Akbar, S. and Baskoutas, S., 2023. A review on 

the clean-up technologies for heavy metal ions contaminated soil samples. Heliyon. 

31. Saharan, Y., Singh, J., Goyat, R., Umar, A. and Akbar, S., 2022. Novel Hydrophobic Polyvinyl-Alcohol 

Formaldehyde Sponges: Synthesis, Characterization, Fast and Effective Organic Solvent Uptake from 

Contaminated Soil Samples. Molecules, 27(23), p.8429. 

32. Saharan, Y., Singh, J., Goyat, R., Umar, A., Akbar, S., Ibrahim, A.A. and Baskoutas, S., 2023. Novel 

supramolecular organo-oil gelators for fast and effective oil trapping: Mechanism and applications. Journal of 

Hazardous Materials, 442, p.129977. 

33. Saharan, Y., Singh, J., Goyat, R., Umar, A., Algadi, H., Ibrahim, A.A., Kumar, R. and Baskoutas, S., 2022. 

Nanoporous and hydrophobic new Chitosan-Silica blend aerogels for enhanced oil adsorption capacity. 

Journal of Cleaner Production, 351, p.131247. 

34. Joginder, S., Amjad, A., Arora, A.K., Mayank, K. and Jaswal, V.S., 2014. Activated Arachis hypogea with 

enhanced multi metal sorption capacity from synthetic and electroplating industrial wastewater: batch and 

column mode. Current Trends in Biotechnology and Chemical Research, 4(2), pp.79-90. 

35. Zhong, Q., Shi, G., Sun, Q., Mu, P. and Li, J., 2021. Robust PVA-GO-TiO2 composite membrane for efficient 

separation oil-in-water emulsions with stable high flux. Journal of Membrane Science, 640, p.119836. 

 

Rohit Goyat and  Joginder Singh 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75620 

 

   

 

 

  

 
 

 
Fig.1 FESEM, HRTEM and EDX images of GO-ZnO nanocomposites 
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Fig.2 FESEM images of the prepared membrane with pore size. 

 
Fig. 3 Images showing the contact angle and mechanical strength test of the membranes 
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Fig.4 Visual observations of the prepared membrane 

with filtration assembly at various steps 

Fig.5 Graph showing the % removal of oils with 

number of cycles performed 
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This study compares the performance of a parallel and biserial priority queue system in fuzzy 

environments. In this paper, we investigate fuzzy behavior of purposed model by applying two different 

approach α-cut and L-R. The model consists biserial subsystems with priority discipline and parallel 

subsystems assuming general arrival connected with common server. Numerical behavior of queue 

Parameters are well explained by both methods. 
 

Keywords: fuzzy, Priority, Parallel, L-R method, Biserial, α-cut 

 

INTRODUCTION 

 

Priority queues are extremely important in queuing theory for offering various customer classes high-quality service. 

However, the input data for the priority queuing model is unpredictable, and fuzzy logics have been employed to 

eliminate this ambiguity. When compared to crisp values, fuzzy concepts produce solutions that are more acceptable. 

Numerous scholars developed queueing models in a fuzzy setting using various methodologies and fuzzy numbers. 

Li and Lee [1], Gupta [2,3], Singh T. P. [4], Mittal [5], Sharma [6], J. Devraj [7], B. Kalpana and N. Anusheela [8,9] used 

Zadeh Principle based α-cut approach. Saini A., Gupta D and A. K. Tripathi [10] analyzed queue system with 

heterogeneous server and bi-tandem queues in fuzzy by the use of α-cut. Ritha and Menon [11], W. Ritha and S. 

Josephine Vinnarasi [12], Mukeba [13,14], Saini V, Gupta D and Tripathi A. K. [15] discussed the queue models in 

fuzzy by applying feedback and triangular fuzzy numbers through the L-R method.  Gupta D, Saini A and Tripathi 

A. K [16] discussed queue characteristics of priority queue model consisting bi-serial and parallel servers in stochastic 
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environment. The present paper is fuzzy representation of existing study by using two different approaches in fuzzy 

environment. 

 

Definitions 

Fuzzy Set    If the results of a membership function of a function 𝐺  defined on the universal set X is either 𝜇𝐺  x =

1; 𝑥 ∈ 𝑋 𝑜𝑟 𝜇𝐺  x = 0;𝑥 ∉ 𝑋, then the function is said to be fuzzy. 

 

α – cut approach 

A fuzzy set 𝐿  𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑜𝑛 𝑋 𝑎𝑠 𝐿 : 𝑋 → [0,1] 𝑎𝑛𝑑  for any 𝛼 ∈ [0,1], then the 𝛼 − 𝑐𝑢𝑡  𝛼𝐿 =  𝑥 ∈ 𝑋, 𝜇𝐿 (X) ≥ α  for 𝐿 is a 

crisp set. 

Strong 𝛼 − 𝑐𝑢𝑡𝑠: 𝛼 + 𝐿 =  𝑥 ∈ 𝑋 , 𝜇𝐿 (X) > 𝛼}  𝑤𝑒𝑛𝑒𝑣𝑒𝑟 𝛼 𝑙𝑖𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 0 & 1 

Weak 𝛼 − 𝑐𝑢𝑡𝑠:  𝛼𝐿 =  𝑥 ∈ 𝑋, 𝜇𝐿  X ≥ α  𝑤𝑒𝑛𝑒𝑣𝑒𝑟 𝛼 𝑙𝑖𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 0 & 1 

As all members of a fuzzy set must be greater than or equal to 𝛼, it is important to view fuzzy sets as crisp sets. 

 

Fuzzy Triangular Number 

A number 𝐿 = (𝑙1,𝑚1 , 𝑙2) is a fuzzy triangular number, if the membership function 𝜇𝐿  𝑥  𝑜𝑓 𝐿  is defined as 

𝜇𝐿  X =

 
 
 

 
 

𝑥 − 𝑙1

𝑚1 − 𝑙1
, 𝑙1 ≤ 𝑥 ≤ 𝑚1

𝑙2 − 𝑥

𝑙2 − 𝑚1
, 𝑚1 ≤ 𝑥 ≤ 𝑙2

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

 

Fuzzy L-R Number (J. P. Mukeba et al 2015,2016) 

A number 𝐻 = (1 ,  𝑚1 ,2) is said to be fuzzy L-R ⟺ three real numbers 𝑚1, 1 , 2 > 0, as well as two continuous, 

positive and decreasing functions L and R, exist from R to [0,1], and satisfying the following conditions as such that 

L (0) = 1, L (1) = 0, L (x) > 0, lim𝑥→∞ L  x = 0 

R (0) = 1, R (1) = 0, R (x) > 0, lim𝑥→∞ R  x = 0 

𝜇𝐻  X =

 
 
 

 
 𝐿  

𝑚1 − 𝑥

1
 , 𝑥 ∈  𝑚1 − 1 ,𝑚1 

𝑅  
𝑥 − 𝑚1

2
 , 𝑥 ∈  𝑚1,𝑚1 + 2 

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

A fuzzy number 𝐺  is represented in L-R form as its L-R representation is of the form  𝐻 = (  𝑚1 ,1 ,2)𝐿𝑅 , where 

 𝑚1 ,1 ,2 are used as modal value, left and right spread of 𝐻  respectively. 

Supp (𝐻 ) = ( 𝑚1 − 1 ,  𝑚1 + 2) 

 

L-R fuzzy Arithmetic (J. P. Mukeba et al 2015, 2016) 

L-R fuzzy Arithmetic operations on two L-R fuzzy numbers 𝐺 = (  𝑚1 ,𝑔1 ,𝑔2)𝐿𝑅&𝐻 = ( 𝑙1 ,1 ,2)𝐿𝑅 are define as 
𝐺 + 𝐻 =  𝑚1 + 𝑙1 ,𝑔1 + 1 , 𝑔2 + 2 𝐿𝑅 

𝐺 − 𝐻 =  𝑚1 − 𝑙1 ,𝑔1 + 2 ,𝑔2 + 1 𝐿𝑅 

𝐺 .𝐻 =  𝑚1𝑙1,𝑚11 + 𝑙1𝑔1 − 𝑔11,𝑚12 + 𝑙1𝑔2 + 𝑔22 𝐿𝑅 

𝐺 

𝐻 
=  

𝑚1

𝑙1
,

𝑚12

𝑙1 𝑙1 + 2 
+

𝑔1

𝑙1
−

𝑔12

𝑙1 𝑙1 + 2 
,

𝑚11

𝑙1 𝑙1 − 1 
+

𝑔2

𝑙1
+

𝑔21

𝑙1 𝑙1 − 1 
 
𝐿𝑅

 

 

Defuzzification 

A triangular fuzzy number  𝐺  = (g1, g2, g3) fuzzified into crisp number G = 
g1+2 g2+ g3

4
 by using Yager’s formula. 

 

Model Description 

The purposed model consists three subsystems C1, C2, C3. The Subsystem C1 has two biserial servers C11& C12 and 

subsystem C2 has parallel server C21 & C22. Both C1&C2 are linked to C3. Both type of low and high priority customer 
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enters into the system either from biserial or parallel server. After being served the customer move to next server for 

availing the service of next phase. 

 

Notations 

𝑚𝑖𝑗  = fuzzy low and high priority arriving customer, i = 1,2 & j = L, H 

𝜆𝑖𝑗
  = fuzzy Priority input rate, i = 1,2 & j = L, H     

𝜆𝑖
′  = fuzzy general arrivals, i = 1,2 

𝜇𝑖𝑗  = fuzzy cost of service for low and high priority visitors, i = 1,2 & j = L, H     

𝜇𝑖
′  = fuzzy service rate at parallel subsystem 

𝛼𝑖𝑗  = fuzzy probabilities from i’th server to j’th server  

𝐿  = The system's fuzzy queue length 

 

Mathematical Approach 

The utilization factors at different servers, based on the mathematical characterization of stochastic processes of the 

work Saini A., Gupta D. and A. K. Tripathi (2023) are as - 

γ
1

=
λ1H + λ2Hα21

μ
1H

(1 − α12 α21 )
 

γ
2

=
λ2H + λ1Hα12

μ
2H

(1 − α12 α21 )
 

γ
3

=
λ1

′

μ
1
′ α35

 

γ
4

=
λ2

′

μ
2
′ α45

 

γ
5

=

(λ
1
′ + λ2

′ ) 1 − α12 α21 + α15   λ1H + λ2Hα21 +  λ1L + λ2Lα21  

+α25 [ λ2H + λ1Hα12 + (λ2L + λ1Lα12 )]

μ
3

(1 − α12 α21 )
 

γ
6

=
μ

1L
 λ1H + λ2H α21 + μ

1H
(λ1L + λ2Lα21 )

μ
1L

μ
1H

(1 − α12 α21 )
 

γ
7

=
μ

2L
 λ2H + λ1Hα12 + μ

2H
(λ2L + λ1Lα12 )

μ
2L

μ
2H

(1 − α12 α21 )
 

Solution of the model  

𝑃𝑚1𝐿 ,𝑚1𝐻 ,𝑚2𝐿 ,𝑚2𝐻 ,𝑚2,𝑚3,𝑚 5
= =𝛾1

𝑚1𝐻 𝛾2
𝑚2𝐻 𝛾3

𝑚2𝛾4
𝑚3𝛾5

 𝑚5𝛾6
𝑚1𝐿𝛾7

𝑚2𝐿  

 1 − 𝛾1  1 − 𝛾2  1 − 𝛾3  1 − 𝛾4  1 − 𝛾5  1 − 𝛾6  1 − 𝛾7  

occur if  γ
1

, γ
2

, γ
3

, γ
4

, γ
5

, γ
6

, γ
7

 ≤ 1 

Fuzzy representation of queue parameters and server utilizations are as follows- 

𝛾1 =  
𝜆1𝐻
 + 𝜆2𝐻

 𝛼21 

𝜇1𝐻 (1 − 𝛼12 𝛼21 )
 

𝛾2 =  
𝜆2𝐻
 + 𝜆1𝐻

 𝛼12 

𝜇2𝐻 (1 − 𝛼12 𝛼21 )
 

𝛾3 =  
𝜆1

′ 

𝜇1
′ 𝛼35 
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𝛾4 =  
𝜆2

′ 

𝜇2
′ 𝛼45 

 

𝛾5 =  
𝜆1

′ + 𝜆2
′ 

𝜇3 
+ 

𝛼15   𝜆1𝐻
 + 𝜆2𝐻

 𝛼21  +  𝜆1𝐿
 + 𝜆2𝐿

 𝛼21   + 𝛼25   𝜆2𝐻
 + 𝜆1𝐻

 𝛼12  +  𝜆2𝐿
 + 𝜆1𝐿

 𝛼12   

𝜇3  1 − 𝛼12 𝛼21  
 

𝛾6 =   
𝜇1𝐿  𝜆1𝐻

 + 𝜆2𝐻
 𝛼21  + 𝜇1𝐻  𝜆1𝐿

 + 𝜆2𝐿
 𝛼21  

𝜇1𝐿 𝜇1𝐻  1 − 𝛼12 𝛼21  
 

𝛾7 =   
𝜇2𝐿  𝜆2𝐻

 + 𝜆1𝐻
 𝛼12  + 𝜇2𝐻  𝜆2𝐿

 + 𝜆1𝐿
 𝛼12  

𝜇2𝐿 𝜇2𝐻  1 − 𝛼12 𝛼21  
 

Fuzzy Lengths of queues 

𝐿1
 =

𝛾𝑖 

1 − 𝛾𝑖 
 , 𝑖 = 1,2,3,4,5,6,7 

𝐿 =  𝐿1
 + 𝐿2

 + 𝐿3
 + 𝐿4

 + 𝐿5
 + 𝐿6

 + 𝐿7
  

Average Waiting Time 

𝐸 𝑤  =
𝐿 

𝜆 
 ,   𝜆 =  𝜆1𝐿

 + 𝜆1𝐻
 + 𝜆2𝐿

 + 𝜆2𝐻
 + 𝜆1

′ + 𝜆2
′  

 

Fuzzy Evaluation of Queue Parameters 

Evaluation using L-R Method 

Numerical Illustration 

We get, L-R representations of utilization factor with the help of above numerical values 

𝛾1 =  . 3906, .2402, .4365 LR 

𝛾2 =  . 4167, .2395, .4550 LR 

𝛾3 =  . 5555, .2876, .6943 LR 

𝛾4 =  . 4, .316, .8821 LR 

𝛾5 =  . 6087, .3934, .8171 LR 

𝛾6 =  . 6260, .4199, .9269 LR 

𝛾7 =  . 7045, .435, .9731 LR 

Modal values of 𝛾1 ,𝛾2 ,𝛾3 ,𝛾4 ,𝛾5 ,𝛾6 ,𝛾7  are as follows- 

𝛾1 =.3906 

𝛾2 =.4167 

𝛾3 =.5555 

𝛾4  = .4 

𝛾5 =.6087 

𝛾6 = .6260 

𝛾7 =.7045 

and for 𝐿1
 ,𝐿2

 ,𝐿3
 ,𝐿4

 , 𝐿5
 ,𝐿6

 ,𝐿7
  are .6410, .7144, 1.2497, .6, 3.4984, 1.6738, 2.3841 respectively. 

Supp (𝛾1 ) = (. 3906 − .2402, .3906 + .4365) = (.1504, .8271) 

Supp (𝛾2 ) = (. 4167 − .2395, .4167 + .4550) = (.1772, .8717) 

Supp (𝛾3 ) = (. 5555 − .2876, .5555 + .6943) = (.2679, 1.2498) 

Supp (𝛾4 ) = (. 4 − .316, .4 + .8821) = (.084, 1.2821) 

Supp (𝛾5 ) = (. 6087 −  .3934, .6087 + .8171) = (.2153, 1.4258) 

Supp (𝛾6 ) = (. 6260 − .4199, .6260 + .9269) = (.2061, 1.5529) 

Supp (𝛾7 ) = (. 7045 − .435, .7045 + .9731) = (.2695, 1.6776) 

Evaluation by α-cut method 

Aarti Saini et al., 
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As the Methodology adopted by Sameer et al [6], fuzzy parameters are represented as 

𝜆𝑖𝑗
 =  𝜆𝑖𝑗

1 ,𝜆𝑖𝑗
2 ,𝜆𝑖𝑗

3  ,   

𝜇𝑖𝑗 =  𝜇𝑖𝑗
1 ,𝜇𝑖𝑗

2 ,𝜇𝑖𝑗
3  ,  

𝛼𝑖𝑗 =  𝛼𝑖𝑗
1 ,𝛼𝑖𝑗

2 ,𝛼𝑖𝑗
3   ,    

𝜇𝑖
′ =  𝜇𝑖

′1 ,𝜇𝑖
′2,𝜇𝑖

′3 ,  

𝜆𝑖
′ =  𝜆𝑖

′1,𝜆𝑖
′2,𝜆𝑖

′3    ∀ 𝑖 & 𝑗  

 

Now, fuzzy utilization factors are defined as 

𝛾1 =  
𝜆1𝐻

1 + 𝛼21
1 𝜆2𝐻

1

𝜇1𝐻
3 (1 − 𝛼12

3 𝛼21
3 )

,
𝜆1𝐻

2 + 𝛼21
2 𝜆2𝐻

2

𝜇1𝐻
2 (1 − 𝛼21

2 𝛼12
2 )

,
𝜆1𝐻

3 + 𝛼21
3 𝜆2𝐻

3

𝜇1𝐻
1 (1 − 𝛼21

1 𝛼12
1 )

  

𝛾2 =  
𝜆2𝐻

1 + 𝛼12
1 𝜆1𝐻

1

𝜇2𝐻
3 (1 − 𝛼12

3 𝛼21
3 )

,
𝜆2𝐻

2 + 𝛼12
2 𝜆1𝐻

2

𝜇2𝐻
2 (1 − 𝛼21

2 𝛼12
2 )

,
𝜆2𝐻

3 + 𝛼12
3 𝜆1𝐻

3

𝜇2𝐻
1 (1 − 𝛼21

1 𝛼12
1 )

  

𝛾3 =   
𝜆1

′1

𝛼35
3 𝜇1

′3
,

𝜆1
′2

𝛼35
2 𝜇1

′2
,

𝜆1
′3

𝛼35
1 𝜇1

′1
  

𝛾4 =   
𝜆2

′1

𝛼45
3 𝜇2

′3
,

𝜆2
′2

𝛼45
2 𝜇2

′2
,

𝜆2
′3

𝛼45
1 𝜇2

′1
  

𝛾5 =

 
 
 
 

 
 
 
𝜆1

′1 + 𝜆2
′1

𝜇3
3 +

𝛼15
1   𝜆1𝐻

1 + 𝛼21
1 𝜆2𝐻

1  +  𝜆1𝐿
1 + 𝛼21

1 𝜆2𝐿
1   + 𝛼25

1   𝜆2𝐻
1 + 𝛼12

1 𝜆1𝐻
1  +  𝜆2𝐿

1 + 𝛼12
1 𝜆1𝐿

1   

𝜇3
3 1 − 𝛼12

3 𝛼21
3  

,

𝜆1
′2 + 𝜆2

′2

𝜇3
2 +

𝛼15
2   𝜆1𝐻

2 + 𝛼21
2 𝜆2𝐻

2  +  𝜆1𝐿
2 + 𝛼21

2 𝜆2𝐿
2   + 𝛼25

2   𝜆2𝐻
2 + 𝛼12

2 𝜆1𝐻
2  +  𝜆2𝐿

2 + 𝛼12
2 𝜆1𝐿

2   

𝜇3
2 1 − 𝛼12

2 𝛼21
2  

,

𝜆1
′3 + 𝜆2

′3

𝜇3
1 + 

𝛼15
3   𝜆1𝐻

3 + 𝛼21
3 𝜆2𝐻

3  +  𝜆1𝐿
3 + 𝛼21

3 𝜆2𝐿
3   + 𝛼25

3   𝜆2𝐻
3 + 𝛼12

3 𝜆1𝐻
3  +  𝜆2𝐿

3 + 𝛼12
3 𝜆1𝐿

3   

𝜇3
1 1 − 𝛼12

1 𝛼21
1   

 
 
 

 
 
 

 

𝛾6 =

 
 
 
 

 
 
 
𝜇1𝐿

1  𝜆1𝐻
1 + 𝛼21

1 𝜆2𝐻
1  + 𝜇1𝐻

1  𝜆1𝐿
1 + 𝛼21

1 𝜆2𝐿
1  

𝜇1𝐿
3 𝜇1𝐻

3  1 − 𝛼12
3 𝛼21

3  
,

𝜇1𝐿
2  𝜆1𝐻

2 + 𝛼21
2 𝜆2𝐻

2  + 𝜇1𝐻
2  𝜆1𝐿

2 + 𝛼21
2 𝜆2𝐿

2  

𝜇1𝐿
2 𝜇1𝐻

2  1 − 𝛼21
2 𝛼12

2  
,

𝜇1𝐿
3  𝜆1𝐻

3 + 𝛼21
3 𝜆2𝐻

3  + 𝜇1𝐻
3  𝜆1𝐿

3 + 𝛼21
3 𝜆2𝐿

3  

𝜇1𝐿
3 𝜇1𝐻

1 (1 − 𝛼21
1 𝛼12

1 )  
 
 
 

 
 
 

 

𝛾7 =

 
 
 
 

 
 
 
𝜇2𝐿

1  𝜆2𝐻
1 + 𝛼12

1 𝜆1𝐻
1  + 𝜇2𝐻

1  𝜆2𝐿
1 + 𝛼12

1 𝜆1𝐿
1  

𝜇2𝐿
3 𝜇2𝐻

3  1 − 𝛼12
3 𝛼21

3  
,

𝜇2𝐿
2  𝜆2𝐻

2 + 𝛼12
2 𝜆1𝐻

2  + 𝜇2𝐻
2  𝜆2𝐿

2 + 𝛼12
2 𝜆1𝐿

2  

𝜇2𝐿
2 𝜇2𝐻

2  1 − 𝛼21
2 𝛼12

2  
,

𝜇2𝐿
3  𝜆2𝐻

3 + 𝛼12
3 𝜆1𝐻

3  + 𝜇2𝐻
3  𝜆2𝐿

3 + 𝛼12
3 𝜆1𝐿

3  

𝜇2𝐿
3 𝜇2𝐻

1 (1 − 𝛼21
1 𝛼12

1 )  
 
 
 

 
 
 

 

 

 From Table3, we get utilization factor  

𝛾1 =  𝛾1
1 ,𝛾1

2 ,𝛾1
3 =  . 2053, .3906, .5844  

𝛾2 =  𝛾2
1 ,𝛾2

2 ,𝛾2
3 =  . 4456, .4167, .2983  

𝛾3 =  𝛾3
1 ,𝛾3

2 ,𝛾3
3 =  . 375, .5555, .8928  
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𝛾4 =  𝛾4
1 ,𝛾4

2 ,𝛾4
3 =  . 5495, .4, .1961  

𝛾5 =  𝛾5
1 , 𝛾5

2 ,𝛾5
3 =  . 7640, .7778, .7937  

𝛾6 =  𝛾6
1 ,𝛾6

2 ,𝛾6
3 =  . 4580, .6260, .7597  

𝛾7 =  𝛾7
1 ,𝛾7

2 ,𝛾7
3 =  . 7453, .7045, .6339  

and queue lengths 

𝐿1
 =

𝛾1 

1 − 𝛾1 
=  . 3393, .6410, .9657  

𝐿2
 =

𝛾2 

1 − 𝛾2 
=  . 7095, .7144, .4750  

  𝐿3
 =

𝛾3 

1 − 𝛾3 
=  1.0243, 1.2497, 2.4387  

 𝐿4

 
=

𝛾4 

1 − 𝛾4 
=  . 8761, .6667, .3126  

𝐿5
 =

𝛾5 

1 − 𝛾5 
=  3.4539, 3.5005, 3.5882  

   𝐿6
 =

𝛾6 

1 − 𝛾6 
=  1.1708, 1.6738, 1.9420  

𝐿7
 =

𝛾7 

1 − 𝛾7 
=  2.4011, 2.3841, 2.0422  

De fuzzified values of utilization factors and length of queues by Yager’s formula are 

𝛾1 = .3927, 𝛾2 = .3943, 𝛾3 = .5947, 𝛾4 = .3864, 𝛾5 = .7783, 𝛾6 = .6174, 𝛾7 = .6971 

𝐿1
 = .6468,𝐿2

 =  .6533,𝐿3
 = 1.4906,

𝐿 4

 
= .6305,    𝐿5

 = 3.5108,𝐿6
 = 1.6151,   𝐿7

 =  2.3029 

The most possible value of utilization factors and length of queues, are as - 

𝛾1 = .3906, 𝛾2 = .4167, 𝛾3 = .5555, 𝛾4 = .4, 𝛾5 = .7778, 𝛾6 = .6260, 𝛾7 = .7045 

𝐿1
 = .6410,𝐿2

 =  .7144,𝐿3
 = 1.2497,

𝐿 4

 
= .6667,    𝐿5

 = 3.5005,𝐿6
 = 1.6738,   𝐿7

 =  2.3841 

Results 

Comparing the numerical values obtained by α-cut and L-R approach on same data,  

 Utilization factors and mean length of queue modal values are 𝛾1 =.3906, 𝛾2 =.4167, 𝛾3 =.5555, 𝛾4  = .4, 

𝛾5 =.6087, 𝛾6 = .6260, 𝛾7 =.7045 and 𝐿1
 = .6410,𝐿2

 = .7144,𝐿3
 = 1.2497,𝐿4

 = .6,𝐿5
 = 3.4984,𝐿6

 = 1.6738,𝐿7
  

=2.3841 respectively. 

    The most prevalent queue lengths and utilization parameters are 𝐿1
 = .6410,𝐿2

 =  .7144,   𝐿3
 = 1.2497,

 𝐿4

 
=

.6667,    𝐿5
 = 3.5005,    𝐿6

 = 1.6738,   𝐿7
 =  2.3841 𝑎𝑛𝑑 𝛾1 = .3906,  𝛾2 = .4167, 𝛾3 = .5555, 𝛾4 = .4, 𝛾5 = .7778,

𝛾6 = .6260, 𝛾7 = .7045. 

Thus, the values of utilization factor and queue length by α-cut are higher than the values by L-R method at common 

server. 
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CONCLUSION 
 

In this research paper, we have used two different methods α-cut and L- R on approximate same data to analyze the 

queue behavior of priority queue network of biserial and parallel server in fuzzy environment. From comparative 

analysis of these two methods, we cannot say which method gives more accurate results than the other because 

values of queue characteristics obtained by both methods are almost same on all servers except the common server. 

But we can observe that while calculating numeric values of queue parameters, the L-R technique is shorter, more 

concise, versatile, and practical as compared to α-cut method. Comparative analysis of these two methods can be 

applied on more complex models for more accuracy. 
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Table 1. fuzzy particular values 

Customers in queue Arrival times Service costs Probabilities 

𝑚1𝐿 = (2,3,4) 𝜆1𝐿
 =  1,2,3  𝜇1𝐿 =  13,14,15  𝛼12 =  . 6, .4, .2  

𝑚1𝐻 = (3,4,5) 𝜆1𝐻
 =  2,4,6  𝜇1𝐻 =  14,16,18  𝛼15 =  . 4, .6, .8  

𝑚2𝐿 = (3,2,1) 𝜆2𝐿
 =  2,3,4  𝜇2𝐿 =  14,15,16  𝛼21 =  . 2, .3, .4  

𝑚2𝐻 = (4,5,6) 𝜆2𝐻
 =  3,5,7  𝜇2𝐻 =  16,18,20  𝛼25 =  . 8, .7, .6  

𝑚2 = (1,3,5) 𝜆1
′ =  3,4,5  𝜇1

′ =  10,12,14  𝛼35 =  . 4, .6, .8  

𝑚3 = (5,4,3) 𝜆2
′ =  1,3,5  𝜇2

′ =  13,15,17  𝛼45 =  . 3, .5, .7  

  𝜇3 =  26,27,28   

 

Table 2. Fuzzy L-R Values 

Arrival times Service costs Probabilities 

𝜆1𝐿
 =  2,1,1  𝜇1𝐿 =  14,1,1  𝛼12 =  . 4, .2, .2  

𝜆1𝐻
 =  4,2,2  𝜇1𝐻 =  16,2,2  𝛼15 =  . 6, .2, .2  

𝜆2𝐿
 =  3,1,1  𝜇2𝐿 =  15,1,1  𝛼21 =  . 3, .1, .1  

𝜆2𝐻
 =  5,2,2  𝜇2𝐻 =  18,2,2  𝛼25 =  . 7, .1, .1  

𝜆1
′ =  4,1,1  𝜇1

′ =  12,2,2  𝛼35 =  . 6, .2, .2  

𝜆2
′ =  3,2,2  𝜇2

′ =  15,2,2  𝛼45 =  . 5, .2, .2  

 𝜇3 =  27,1,1   

 
Table 3. fuzzy particular values 

Customers in queue Arrival times Service costs Probabilities 

𝑚1𝐿 = (2,3,4) 𝜆1𝐿
 =  3,2,1  𝜇1𝐿 =  15,14,13  𝛼12 =  . 6, .4, .2  

𝑚1𝐻 = (3,4,5) 𝜆1𝐻
 =  2,4,6  𝜇1𝐻 =  14,16,18  𝛼15 =  . 4, .6, .8  

𝑚2𝐿 = (3,2,1) 𝜆2𝐿
 =  2,3,4  𝜇2𝐿 =  16,15,14  𝛼21 =  . 2, .3, .4  

𝑚2𝐻 = (4,5,6) 𝜆2𝐻
 =  7,5,3  𝜇2𝐻 =  16,18,20  𝛼25 =  . 8, .7, .6  

𝑚2 = (1,3,5) 𝜆1
′ =  3,4,5  𝜇1

′ =  14,12,10  𝛼35 =  . 4, .6, .8  

𝑚3 = (5,4,3) 𝜆2
′ =  5,3,1  𝜇2

′ =  17,15,13  𝛼45 =  . 3, .5, .7  

  𝜇3 =  26,27,28   

 

 
Figure 1. Fuzzy Priority Biserial and Parallel Queuing System 
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This paper proposed a strategy to find an optimal solution of a M-TOPSIS approach which has quadratic 

fractional with triangular fuzzy numbers as coefficients in objective function and constraints. Firstly the 

quadratic fractional function with fuzzy numbers is transformed into crisp model by using α-cut method. 

Thenceforth for specified α, formulating the membership function of each decision maker’s (DM) 

objective with the distance of positive ideal solution(PIS) and negative ideal solution(NIS), so that it is 

converted into easier form to eliminate complications in calculations. Then final model is solved to get the 

best solution. Also a flowchart and an algorithm expressing the methodology of MOQFM model with M-

TOPSIS approach. A numerical illustration of the proposed approach is also given in the end. 

 

Keywords:  Quadratic Fractional function, Triangular Fuzzy number, α-cut, M-TOPSIS approach, 

membership functions,  MOQFM model etc.   

 

INTRODUCTION 

 
Multi-objective programming issues have a significant role in the theory of optimization. In general, there may be a 

conflict between the objectives of a multiple objective programming issue. Initially, Charnes and Cooper (1962) 

suggested optimization problem to fractional functional programme and also discussed about resource allocation 

problems. In Multiobjective Fractional Programming, the problems related to financial like liquidity, dividend per 

share, profit per share, return on capital and other measures, all be maximised at the same time. The applications of 

fractional programming are portfolio selection, game theory, stock cutting and many decision problems in 

management science. QFPP (Quadratic Fractional Programming Problem) is a significant category of mathematical 

programming problems that has garnered substantial attention and study. Due to its utility in industrial planning, 

financial and economic planning, healthcare planning and medical services. QFPP deals with circumstances where a 

ratio between two mathematical functions is either maximised or minimised. In the theory of linear programming 
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(LP), the fuzzy system is particularly important. There are many administrative decision-making circumstances, 

where fuzzy set theory provides the most comprehensive explanation of the ambiguities in practical circumstances. 

Firstly, Zadeh (1996) developed fuzzy set theory and later on a sizable number of academicians have shown an 

interest in applying it to many fields. Bellman. R. E. (1970) described the idea of making decisions in a fuzzy 

environment and Tanaka. H. (1973) applied their theory to mathematical programming using fuzzy decision making. 

The application of fuzzy set theory to QFPP has been examined in numerous works. C.L. Hwang and Yoon (1981) 

proposed a novel method (TOPSIS method) for the right selection of multi attribute decision making environment. 

Ching Lai Hwang (1993) developed TOPSIS approach for the solution of MODMP (Multi objective decision making 

problem). The compromise solution should be nearer to PIS and farthest to NIS. M.A. Abo Sinna (2000) extended and 

attained non dominated solutions of TOPSIS method for solving multiobjective Dynamic problem for using the fuzzy 

max-min method with non- linear membership function. Mohammed Avisheh (2012) explained the fuzzy extension 

of TOPSIS approach for solving multiple criteria of group decision making problems under fuzzy environment. M.A. 

Abo Sinna (2002) proposed a MODPP having fuzzy parameters, fuzzy decision maker for generating α-pareto 

optimal solution for solving large scale MOPP. The large scale MOFPP is depended on decomposition method 

having Block angular structure through TOPSIS method. C.T. Chen (2000) developed a methodology of TOPSIS 

approach with fuzzy for solving multi criteria decision making problems. K. Lachwani (2014) stated a simple 

technique of FGP for solving ML-MOLPP. By minimising the total of the negative deviational variables, the FGP 

approach can be used to discover the maximum degree of membership goals. N. Rani et. al (2021,2022) explained an 

Interactive FGP approach with fuzzy parameters for (BLMOFQFOM) bi-level multi-objective fully quadratic 

fractional optimization model. O.E.Emam (2015) explained a decomposition approach for handling large scale, 

stochastic, multi-level quadratic fractional problems. The non-linear model of FGP technique for solving ML-MOQFP 

was explained by Osman (2017) et al. with fuzzy parameters.  

 

R.Rani et al.(2021, 2022) introduced M-TOPSIS technique for MOQFO Models. S.K. Das (2020) proposed a new 

method to solve fully fuzzy linear programming problem with the help of triangular fuzzy numbers. Abhishek 

Chouhan et. al (2023) explained 𝛼- cut method for the solution of Linear fractional programming problem having 

fuzzy parameters. These triangular fuzzy numbers (TrFN) are applied to solve transportation problems. Zimmerman 

(2011) explained the fuzzy theory having uncertainities in the objectives. This paper explains M-TOPSIS approach for 

the solution of MOQFM problems having fuzzy parameters. Finding a compromise solution with the help of M-

TOPSIS approach for programming model with triangular fuzzy numbers in both the objectives and constraints. This 

study describes 𝛼- cut method and fuzzy relation into crisp model with desired value of 𝛼.The managerial insight of 

this paper is described as follows: Section 2 describe the definitions and preliminaries. Section 3 and 4 explains the 

solution problem of fuzzy parameters and formulated its deterministic model. Section 5 develops quadratic fractional 

model of M-TOPSIS approach. A flowchart and technique for MOQFM problems having fuzzy parameters are 

provided in section 6 and 7. A numerical example for finding a compromise solution to the MOQFM problem by 

minimising the total of the negative deviational variables is provided in section 8 and section 9 represents concluding 

remarks in the end.  

 
Preliminaries and Notations  
Some basic definitions of Fuzzy set theory are 

Fuzzy Set: A fuzzy set �̃� in X is defined by �̃� = {(𝑥, μ�̃�(𝑥)) / 𝑥∈X}, where μ�̃� (𝑥): X → [0, 1] is called the membership 

function of �̃�and μ�̃�is the degree of membership to which 𝑥∈X.  

 

Normal Fuzzy set: �̃� is called a normal fuzzy set if there exists a point 𝑥 in X such that 

μ𝛩 ̃(𝑥) = 1.  

 

Convex Fuzzy set: �̃� is called a convex fuzzy set iff for any 𝑥1, 𝑥2∈ X and λ ∈ [ 0, 1], μ𝛩 ̃ * λ𝑥1 + (1 –λ) 𝑥2 + ≥ Min *μ𝛩 ̃ 

(𝑥1),μ𝛩 ̃ (𝑥2)] .  
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𝛼- cut set :The 𝛼- cut of a fuzzy 𝛩 ̃ of X is a non-fuzzy set denoted by 𝛼𝛩 ̃ defined by a subset of all elements 𝑥∈ Χ 

such that their membership functions exceed or identical to a real number 𝛼 ∈ [ 0, 1 ] i.e. 𝛼𝛩 ̃ = { 𝑥 ∶ μ𝛩 ̃(𝑥) ≥ 𝛼, 𝛼 ∈ [0, 

1] ⩝ 𝑥 ∈ Χ }  

 

Triangular Fuzzy Number: The triangular fuzzy numbers 𝛩 ̃ are both convex and normal fuzzy set in X which is 

defined by 𝛩 ̃= (a, b, c)  

 
 

Formulation of Problem 

 
 

Theorem 
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Methodology of M-TOPSIS approach 
The minimum and maximum value of every objective function is obtained independently and denoted by min 

(fi(𝑥))α and max (fi(𝑥))α , i = 1,2<., 1≤k ≤m1, of the objective function. 
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Flow Chart of MOQFM Model 

 

 
 

Rozy Rani et al., 

 et 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75639 

 

   

 

 

Algorithm of MOQFM with fuzzy using M-TOPSIS approach  

Step1: Firstly the fuzzily objective functions are defined at specified value of α.  

Step2: Transform the fuzzy model to crisp model to MOQFM.  

Step3: Evaluate the highest and lowest values of α - cut of objective function all DMs individually with common 

constraints.  

Step4: Find PIS pay off table and obtain  

𝐹*= (𝑓1*,2*,<<,𝑓m1*) for individual positive ideal solution.  

Step5: Create the NIS pay off table and obtain  

𝐹¯¯=(𝑓1,𝑓2,<<.,𝑓m1)for individual negative ideal solution. 

Step6: Construct dPIS(𝑥) and dNIS(𝑥) (14- 15)  

Step7: Construct membership function μ PIS(𝑥) andμ NIS(𝑥).(16- 17)  

Step8: Construct the final model (20-23) and solve it.  

 

Numerical Illustration of MOQFM Model  

Our motive is to find compromise solution which is satisfied by all decision makers. 

 
 

For minimization,X1 = (0, 2.2353) and X2 = (0, 2.2352)  

For maximization, X1 = (0.1716, 0.9224) and X2 = (0.7577, 0.8723) 

For PIS pay-off values, F* = (f11*, f12*) = (1.51206, 1.0669)  
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For NIS pay-off values, F– = (f11–, f12– ) = (0.77204, 0.14604)  

Assume that 𝜆1 = 𝜆2 = 0.5 than 𝑑2𝑃(𝑥) and 𝑑2𝑁𝐼𝑆(𝑥) 

 

 
(𝐷𝑃𝐼𝑆)+,(𝐷𝑃𝐼𝑆)−,(𝐷𝑁𝐼𝑆)+,(𝐷𝑁𝐼𝑆)−≥0 Using Lingo 19 software ,we get the solution 𝑥∗=(0,1.954583)  

The objective functions are F1(𝑥)=0.940851, F2(x)=0.280718. The objective function's values are nearly at their desired 

values.  
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CONCLUSION  
 
The main aim of each decision maker with fuzzy is to satisfy maximum membership value so as to obtain efficient 

solution. M-TOPSIS approach has to perceive the greatest membership of two distance functions with unchangeable 

nature of the problem. Baky and El Sayed (2014) explained the linear fractional optimization with M-TOPSIS model. 

In this paper, we extended Baky and El Sayed’s M-TOPSIS approach for solving single level linear multi objective 

fractional decision making problem of stochastic fuzzy to single level multi objective quadratic fractional decision 

making of fuzzy M-TOPSIS approach with quadratic set of constraints. The proposed approach may further be 

extended to bilevel, multilevel of MOQFM with fuzzy parameters.  
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Table 1: PIS table 

 F1 F2 

X1 1.51206* 0.92071 

X2 1.47141 1.0669* 

 

Table2: NIS table 

 F1 F2 

X1 0.77204* 0.14604* 

X2 0.77211 0.1461 
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In this manuscript, we proved fixed point theorem in modified intuitionistic fuzzy metric space by using 

weakly compatible mapping. Common fixed point in modified intuitionistic fuzzy metric space for two 

compatible and sequentially continuous mappings that satisfy φ-contractive conditions also proved. Our 

results provide a substantial extension of several important results from modified intuitionistic fuzzy 

metric spaces using different contraction. 

 

Keywords: Fixed point, modified intuitionistic fuzzy metric space, Compatible map, Sequentially 

continuous mapping. 

 

INTRODUCTION 

 

One of the most important problems in fuzzy topology is to obtain an appropriate concept of an IFMS and an 

intuitionistic fuzzy normed space. This problems have been investigated by Park and Saadati[5, 6, 7, 8]. Due to 

additional conditions in IFMS (refer to), we have adapted the concept, proposing a novel definition of IFMSs through 

the incorporation of the notion of continuous t-represent ability. After that, MIFMS introduced by Sedghi[5] and 

common coupled FP theorem proved by Gupta and Saini [9, 10]. This approach incorporated the concept Baised 

maps in MIFMS and FP results also introduced by Gupta and Saini [10]. Many researchers work on MIFMS see 

references [5, 6, 7, 8, 10, 11, 12]. 
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Moreover, it is established that Bϖn forms a Cauchy sequence. Analogously, we demonstrate that Bηn is also a 

Cauchy sequence. Subsequently, we aim to establish that A and B share a coincident point due to the completeness of 

B(Z). Therefore, there exist elements ϖ, η in B(Z) and s′, q′ in Z, such that: 
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This paper proposed a TOPSIS approach (The technique of Order preference by similarity ideal solution) 

for constructing a mathematical model with TOPSIS algorithm. We applied the developed method to find 

the optimal ideal solution. TOPSIS is a numerical approach to multi-criteria decision-making (MCDM). 

The mathematical model for this approach is easy to comprehend and has wide applicability. In this 

paper, we applied TOPSIS method to evaluate micronutrient deficiencies by using data of 

Comprehensive National Nutrition Survey and examined the main deficiency to prevalence of anaemia. 

To provide a comprehensive understanding of the methodology, an algorithm and flowchart are also 

provided. 

 

Keywords: TOPSIS algorithm, optimal ideal solution, micronutrient deficiencies, prevalence of anaemia, 

MCDM etc. 

 

INTRODUCTION 

 
 In this country, anaemia is the most prevalent disease globally. Anaemia's prevalence is significantly influenced by 

micronutrient deficits. Anaemia, which is a term for low blood count, is caused by a decline in the total amount of 

haemoglobin or red blood cells, which leaves the body with less oxygen to meet its physiological requirements [8]. 

Nutrient deficiencies are one of the many possible causes of anaemia. It can be brought on by a variety of 

circumstances, including dietary inadequacies. Although a number of illnesses, including folate, vitamin B12 and 

vitamin A deficiencies, chronic inflammation, parasite infections, and hereditary disorders, can also result in 

anaemia, iron deficiency is believed to be the primary cause of anaemia worldwide [12]. The decrease in haemoglobin 
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levels, or anaemia, is a major cause of the worldwide burden of chronic illnesses. In 2016, the World Health 

Organisation (WHO) projected that 40% of women in reproductive age and 42% of young children under the age of 

five worldwide suffered from anaemia. Anaemia has been the main factor contributing to years spent disabled in 

mothers and children under the age of five in recent decades[2], [9]. A modified Poisson regression analysis with 

robust error variance is applied to calculate the anaemia prevalence between 2010 and 2018. The 47 LMIC’s (Low- 

middle income countries), we found that 40.4% of women 15 -49 years (reproductive age) and 56.5% of children 

under the age of five had anaemia [19]. In this investigation, anaemia in children under five years was determined to 

be a modest public health concern. It might be controlled by avoiding intestinal protozoa, soil-transmitted helminthic 

infection, and malaria infection [1]. A low concentration of red blood cells (RBCs) in the body results in anaemia. This 

lowers oxygen levels in the body and can cause symptoms like exhaustion, pale complexion, chest pain, and 

dyspnoea, RBC destruction, decreased or impaired RBC generation and blood loss are common reasons of anaemia. 

The most frequent dietary factor contributing to anaemia is iron deficiency; however folate, vitamin B12, and vitamin 

A inadequacy are all significant contributors. The purpose of the study was to record the sociodemographic 

characteristics linked to anaemia’s prevalence and severity in pregnant women in the Andaman and Nicobar Islands 

[11]. Enhancing the nutritional status and micronutrient intake of children, as well as improving the mother's 

education and socioeconomic standing, are all necessary to address anaemia in children between the ages of five and 

nine [15]. This research found that children with lower levels of vitamin D and folate consumption also had higher 

levels of anaemia. The research can assist decision-makers in creating and implementing appropriate policies that 

will enhance children's health by mitigating the anaemia issue [4].  

 

TOPSIS METHOD AND ITS APPLICATIONS 

Multi-criteria decision making (MCDM) is a fundamental component of modern decision science and operational 

research. It involves the consideration of many options and decision criteria. The primary goal of the MCDM is to 

compare a collection of available alternatives to the chosen criteria and determine which alternative is most desirable. 

The most effective method for selecting the best option out of all those that are practical is decision making.  Almost 

all other topics have a large number of criteria since choosing between general options is common. There may not be 

a solution that satisfies all of the requirements at once since they typically conflict with one another. The MCDM 

challenge is one that decision-makers hope to solve in order to address such issues. MCDM issues can be resolved in 

a variety of ways. Hwang and Yoon [6] initially presented TOPSIS, one of the multiple criteria decision making 

techniques. TOPSIS uses the Euclidean distance to calculate the relative closeness of an alternative to the ideal 

solution, based on the principle that the alternatives chosen must have the nearest distance from the positive ideal 

solution (PIS) and the longest distance from the negative ideal solution (NIS) from a geometrical point. The TOPSIS 

approach relies on the best alternative chosen to reach the greatest level, which is the optimum perfect solution.  

 

Shukla [18] focused on the different manufacturing processes like drilling, milling, electric charges, jet machining, 

turning, micro machining which optimized by TOPSIS method. The high rationality and applicability of TOPSIS 

method is used for the evaluation of competitive ability of the introduction of foreign players in CBA team [22]. By 

Zulqarnain [21] introduced soft set theory and TOPSIS method with examples to choose which applicants are most 

suitable for bank jobs. TOPSIS method is used in a linguistic decision making problem with MCDM problems in 

fuzzy environment [3]. TOPSIS method is applied to develop a methodology for evaluating suppliers in iron supply 

chain process [17]. In the past few decades, TOPSIS method has been used in the areas of inter-company comparison, 

operating system selection, partner selection, facility location selection, risk assessment, robot selection, customer 

evaluation, performance evaluation, expatriate host country selection, weapon selection etc [7]. Rehman [16] used 

TOPSIS method for wind turbines selection while considering hub height, zero output percentage and rated output, 

wind speed, annual energy acting as the decision criteria. The author [10] explained the application of TOPSIS 

approach to solve staff management issues based on hierarchical structure criteria. To obtain a competitive edge in 

markets, manufacturers must collaborate with wholesalers, retailers, and customers who are all involved in a supply 

chain, either directly or indirectly, to fill client requirements [5] , [13]. The computational technique of the TOPSIS 

decision-making system was used in this study to select the top workers based on the characteristics of their job 
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duties, work quality, conduct, and work discipline [14]. It was determined that TOPSIS has a high level of efficiency 

by varying the number of parameters and users. 

 

ALGORITHM OF TOPSIS 

Step 1: Formulation of decision Maker 

 
where p and q represent the number of alternatives and criteria, respectively and 𝑎ij denotes the criteria value of the 

ith alternatives received from the jth criterion. The elements 𝐶1, 𝐶2, <, 𝐶q (columns) establishes the criteria of 

decision maker and 𝐴1, 𝐴2, <,𝐴p (rows) represent the alternatives. Value 𝑖=(1,2,<,𝑝) is the alternative index and 

𝑗=(1,2,<,𝑞) represents criteria index.  

 

Step 2: Creating the decision matrix that has been normalized, say 𝑀.  

The normalised decision-making process, which was built after the decision matrix construct, was used to determine 

the relative performance of the options. To calculate the relative performance of the alternatives the normalized 

decision making constructed after the construct of decision matrix. 

 
 

Step 3: Constructing the decision matrix that is weighted and normalised (WNDM), Multiplying each element of 

each NDM column yields a weighted decision matrix 

 
 

Step 4: Find positive ideal solution (PIS) and negative ideal solution (NIS). where PIS (K+) and NIS (K-) are derived 

from weighted decision matrix. 

 
where q′ is linked with unfavourable attribute. Furthermore q is linked with favorable attributes.  

 

Step 5 : To distinguish each alternative's distance from its PIS and NIS 
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Step 6 : Relative proximity to the optimal solution. 

 
 

FLOW CHART OF APPLICATIONS OF TOPSIS METHOD 
 

APPLICATION OF TOPSIS TECHNIQUE:  

We want to find the main cause of anaemia in school children of 5-9 years of India. We assign a team of five decision-

makers, denoted as (i=5) given by D= {D1, D2, D3, D4, D5}, to select the optimal response. First, the decision-makers 

choose the following five multivitamins as the best: A= {Zinc, Vitamin D, Vitamin A, Iron, B12} and decide the two 

evaluation criteria given by C={5-7 years, 8-9 years} for the selection of the best cause of anaemia out of five 

multivitamins.  

J1= {X1: 5-7 years X2 :8-9 years}  

 

Solution by TOPSIS  

The TOPSIS approach will be demonstrated using the anaemia prevalence data from CNNS Report. Here, the 

evaluation criteria is C = {5-7 years, 8-9 years}, and the set of options is A={ Zinc, Vitamin D, Vitamin A, Iron, Vitamin 

B 12}. 

Step 1: Creating a decision matrix 

Step 2. Normalization 

Step 3. Calculation of Weighted Matrix  

The matrix provides the weights that the experts (decision makers) allocated to the criteria.  

𝑊 = [𝑊1, 𝑊2], 𝑊 = [0.5 , 0.5]Transpose 

Step 4: Calculating 𝑃𝐼𝑆 𝐴∗ Table & NIS A- Table  

𝐴∗=(0.28,0.25) 𝐴−=(0.19,0.175) 

Step 5: Calculating RCC to get the optimal solution 𝐴𝑗 

 
 

*Vitamin A is the ideal solution. 
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CONCLUSION 
 

In this research, we provide a graphical representation of the TOPSIS approach and conduct a thorough analysis of 

the TOPSIS methodology. For the TOPSIS technique, we created a flowchart and algorithm. Compared to earlier 

methods, this technique's principle is simpler, and it may evaluate several targets at once. Furthermore, the 

evaluation is impartial, the computation is rapid, and the outcome is evident. We used the TOPSIS method to find the 

main cause of anaemia and also find the optimal solution of micronutrional deficiency by using the data of national 

nutrition survey report (2016-18) of 5-9 years children of India. We examined that Vitamin A is the best optimal 

solution (main cause) of prevalence of anaemia among 5-9 years of children in India according to above given 

parameters.  
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Table 1: Decision matrix 𝐷=[𝑥]mxn 

Multivitamins 5 – 7 years 5 – 7 years 

Zins 16.7 16.9 

Vitamin D 16.7 20.5 

Vitamin A 22.9 19.4 

Iron 19.0 14.1 

Vitamin B12 15.8 19.2 
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Table 4: Matrix 𝑅 = [𝑟𝑖𝑗 ′] х 𝑛 for Weighted Normalised Decision Making 

Weight 0.5 (W1) 0.5 (W2) 

Zinc 0.205 0.21 

Vitamin D 0.205 0.25 N2* 

Vitamin A 0.22 N1* 0.24 

Iron 0.23 0.175 N21 

Vitamin B12 0.19 N11 0.235 
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Figure 1: Flowchart (Model) of TOPSIS approach 
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This paper attempts an study of N×3 weighted flow shop scheduling problem to minimize the total rental 

cost of machines with breakdown interval . The objective of the paper is to obtain an algorithm to 

minimize the rental cost under the specified rental policy whenever the mean weighted production flow 

time and breakdown interval of jobs are taken into consideration . The algorithm is easily clarified by a 

numerical example. 
 

Keywords: Flow shop scheduling, weight age of jobs, Breakdown interval,  Rental Policy, Optimal sequence. 

 

INTRODUCTION 

 

Scheduling theory is started from Jhonson’s work in 1954 , in which the main aim of scheduling problems is to get an 

sequence of jobs that optimizes some well defined criteria and processed in a fixed order of machines. Johnson had 

given  thought to the effect of breakdown of machines on the execution of job in an optimal sequence. The 

breakdown of machines occurs due to failure of component of machines for certain interval of time or when 

machines are need to stop working for a period of time due to some exterior imposed policy. All the scheduling 

models started from Jhonson’s work  in 1954 up-to 1980, doesn’t inspect the weight-age of jobs in literature . The 

weights exhibit relative priority of a job over some other jobs in operating schedules. Scheduling problems with 

weights are come to light when inventory costs for jobs are concerned and these problems are known as “weighted 

scheduling problem”. Miyazaki S., & Nishiyama N. (1980) examines that how to minimize weighted mean flow in a 

weighted flow-shop scheduling problem. Maggu  P.L., Yadav S. K., Singh T. P., & Dev A. (1984) proposed an 

algorithm for flow-shop scheduling problem including job-weight and transportation time. Gupta Deepak and 

Sehgal Poojadeep (2022) researched  over  n×2 flow shop scheduling to minimize the rental cost including breakdown 
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interval. Gupta Deepak and Tamanna (2023) proposed an algorithm for n×3 flow-shop scheduling problem with 

breakdown interval to minimize the total rental cost. Other associated problems have been analyzing by Singh T.P. , 

Maggu , Gupta D. & Sharma S. to solve a two-machine flow-shop problem with start delay and stop delay.   Gupta 

Deepak and Sehgal Poojadeep (2021) gave an heuristic procedure for minimizing the total hiring cost of the machines 

in two stage flow shop with break down interval and weight of jobs. We are going to extend the work done by Gupta 

Deepak and Sehgal Poojadeep in three stage flow shop scheduling problem with breakdown interval and weights 

associated on different jobs to minimize the total rental cost of the three machine.  

 

NOTATIONS 
S : Sequence of jobs 1 , 2 , 3,<<< , n . 

Sq : Sequence obtained by applying Johnson’s method; q = 1 , 2 , 3 , <. , r . 

Mj : Machine j ; j = 1,2,3. 

Ai : Processing time of ith  jobs on machine A. 

Bi : Processing time of ith  jobs on machine B. 

Ci : Processing time of ith  jobs on machine C. 

ti (Sq) : Completion time of ith jobs of sequence Sq on machines Mj. 

L : Length of the breakdown interval (a, b). 

Wi  : Weight assigned to the ith job. 

Uj (Sq): Utilization time for which machine Mj is required. 

Cj : Per unit rental time of hiring jth machine. 

R (Sq): Total rental cost for machines Sq of all machines. 

 

RENTAL POLICY 
The machines may be taken on rent as and when its need arises and the same will be returned as and when they are 

no longer required for processing of the jobs. 
 
PROBLEM FORMULATION  

Let us suppose that n jobs be processed on three machines Mj  (j = 1 , 2 , 3) in order M1→M2→M3 , where Ai , Bi , Ci 

are the processing time of all the jobs on machines M1 , M2 , M3  respectively. Let Wi be the weight alloted to the 

jobs  satisfying the structured conditions : Min (Ai) ≥ Max (Bi) or Min (Ci) ≥ Max (Bi) or both  satisfied . The 

mathematical model of problem can be stated as : Moreover, let us consider the effect of breakdown interval (a, b) of 

machines. Our objective is to get a near optimal sequence   of jobs which minimizes the rental cost of the machines Mj 

(j = 1 , 2 , 3). 

 
ASSUMPTIONS 

 Jobs are not dependent on each other . Let n jobs be processed through three machines Mj (j=1,2,3)in order 

M1M2M3 . 

  Once a job is started on a machine then the processing on the machine cannot be stopped unless the job is 

completed. 

 Weight is assigned to each job. 

 Machines break down interval is taken into consideration.   

 Either Min (Ai) ≥ Max (Bi) 

                      or 
Min (Ci) ≥ Max (Bi) or both . 
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ALGORITHM 
The algorithm to minimize the rental cost of the three machines whenever breakdown interval (a,b) and weight of 

jobs is considered , given as :  

 

Step1 : Let either one or both of the following structured conditions involving the processing time of jobs hold. 

Structured conditions are given as : 

          Max (Bi) ≤ Min (Ai)  

i.e. the greatest processing time on machine M2 is less than or equal to the minimum processing time on machine M1 .  

Max (Bi) ≤ Min (Ci)  

i.e. the greatest processing time on machine M2 is less than or equal to the minimum processing time on machine M3 . 

 

Step2 : Modify the three machines flow shop problem into two machines flow shop problem by introducing two 

fictitious machines G and H with corresponding processing time Gi and Hi  , such that 

Gi = Ai + Bi 
Hi = Bi + Ci 
Then, the problem can be reduced in a tabular form which is given as 
 

Step3 : Next step is to minimize the weighted mean flow, where  

 if min(Gi , Hi ) = Gi , then define  

Gi =  Gi – Wi  & Hi  = Hi   (for each i=1 to n) 

 if min(Gi , Hi) = Hi , then define 

Gi = Gi & Hi  = Hi + Wi     (for each i=1 to n) 

Step4 : Defines a new reduced problem with new processing time (Gi)ˈ and (Hi)ˈ  , i.e. , 

(Gi)ˈ= Gi / Wi  ,  (Hi)ˈ= Hi / Wi  ;  1≤ i ≤ n .  

   Step5 : Now, find an optimal sequence by applying the Jhonson’s technique on a new reduced problem in step4  

   and formulate a flow time in-out table for the sequence(say S)obtained.   

Step6 : Next step is to check the effect of breakdown interval (a,b)on different jobs of optimal sequence S obtained 

in step5   
    and formulate a new reduced problem with processing time  Ai′  , Bi′ and Ci′ 

 
 if (a,b) has an effect on jobs i, then 

           (Ai)′ = Ai + L 

           (Bi)′ = Bi + L 

           (Ci)′ = Ci + L 

 if (a , b) has no effect on jobs i, then  

           (Ai)′ = Ai 

           (Bi)′ = Bi 

           (Ci)′ = Ci  

where,  L = (b−a) is  length of the break down interval (a , b) on machines Mj (1≤ j≤ 3) . 

 
 Step7 : Now, repeat the procedure from step 3 to step 5 to get the optimal sequence by using Jhonson’s method 

. Let the sequence be S1  and find in-out flow table for S1 and compute utilization time U1, U2 &U3 for machines Mj 

( j =1,2,3). 
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Step8: Next step is to obtain the other sequences by injecting 2nd , 3rd ,< , nth job of the sequence S1 in the 1st 

position and all the other jobs of sequence S1 in the same order . Let the sequences be S2 , S3 ,S4 ,...., Sn−1 . 
Step9 : Find In- Out flow time table for the sequences  S2 , S3 , S4 ,S5<.so on  and compute U1 ,U2 ,U3 for sequences 

Sq (q = 1 to r )   .  
Step10 : Find min R(Sq) ;  R(Sq) = Minimize R(Sq) = U1×C1 + U2×C2 + U3×C3. for all possible sequences Sq (q = 1 , 2 , 3 

,…..,r) . 
Let it be least in the sequence St , then St will be the required optimal sequence with rental cost R(Sq) . 
Step11 :Last step is to find the value of weighted mean flow time for the optimal sequence St obtained in step10 

by  FW = i=1n(Wi fi )/ i=1n(Wi) ;  1≤ i ≤ n  & fi is the flow time of ith jobs. 

  

NUMERICAL ILLUSTRATION 

Consider a ‚ 4-job, 3-machines ‛  flow shop scheduling problem to find an optimal sequence to calculate 

minimum rental cost for three machines, where the weights are assigned to the each job and also breakdown 

interval gap (10,20) is given. The rental costs per unit time for machines M1 , M2 and M3 are given as :  
Rental cost for machine M1 = 3 Rs. 
Rental cost for machine M2  = 15 Rs.  
Rental cost for machine M3 = 20 Rs. 

 

Solution  
Step 1:Since Min(Ai) = 5, Max(Bi) = 10 & Min(Ci) =12. 
So here, 12=Min (Ci) ≥ Max (Bi) = 10 , i.e., one structured condition is satisfied. Therefore, we forward to the next    step 

of algorithm . 

Step 2 :Now, the modified n×3 weighted flow shop problem into two machine flow shop problem by introducing the 

two fictitious machines G and H with two fictitious processing time Gi and Hi  respectively  is given as: 
Gi = Ai + Bi 
Hi = Bi + Ci . 
Step 3: Now, by using step3 of algorithm the weighted mean flow is minimizes as: 
min(G1, H1 ) = G1=16, ⸫ G1=G1 – W1=16-2=14  & H1= H1=31, 
min(G2, H2 ) = G2= 13, ⸫ G2= G2 – W2=13-4=9  & H2=H2=20, 
 min(G3, H3 ) = G3= 33, ⸫ G3=G3 – W3=16-2=14  & H3 =H3=26, 
 min(G4, H4 )=H4=17 , so G4=G4=35 & H4=H4+W4=17+7=24.    
Step 4 : Reduced problem as per step4 of algorithm is  
Step 5: According to Jhonson’s method, the optimal sequence for new reduced problem in step4 is S = < 2,1,3,4 >. 

In – Out table for the sequence S= <2,1,3,4 > is : 
Step 6 : Consider the effect of given breakdown interval (a , b) = (35,40) on table 1.6 , we get a new reduced problem 

given as :Where, L = 20−10 = 10 units  and (Ai)′ = Ai + L, (Bi)′ = Bi + L, (Ci)′ = Ci + L. 

Step7 : Perform again the step 2 to 5 , we get 

Now, min(G1, H1 ) = G1=36, ⸫ G1=34 & H1=41, 
 min(G2, H2 )= G2= 23, ⸫ G2=19 & H2=40, 
 min(G3, H3 )= H3= 36, ⸫ G3=43 & H3=39, 
  min(G4, H4 )=H4=17 , so G4=35 & H4=24.    

 
New reduced flow shop problem is  
Again, apply Jhonson’s method to get  near optimal sequence, we get a sequence say S1 = <2,3,4,1> ,whose in-out table 

is given as:  Now, utilization time for machines Mj(1,2,3) for sequence S1=<2,3,4,1>  is given as:  
U(M1) = 87 units, U(M2) = 107−5 = 102 units and U(M3) = 128−23=105 units. 
Step 8 : The other optimal sequences for minimizing rental cost are  

S2 = <3,2,4,1> , S3 =<4,2,3,1> , S4=<1,2,3,4>. 

Deepak Gupta and Tamanna 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75665 

 

   

 

 

Step 9 :  In-out table for S2 =<3,2,4,1> is: 
For S2 , U(M1) = 87 units, U(M2)= 107-34= 73 units and U(M3) =128-43=85 units. 

In- out table for S3 =< 4,2,3,1> is: 
For S3 , U(M1) = 87 units, U(M2)= 107-32=75 units and U(M3) = 128-35=93 unit 
In-out table for sequence S4= <1,2, 3,4> is: 
For S4 , U(M1)=87 units, U(M2)=90-16=74 units and U(M3)=120-36=84 units. 

 
Step10 :Since the minimum utilization cost for machine M1 is fixed which is 87 units and 230 units. But , the 

minimum utilization cost of machine M2 & M3  is 74 units and 84 units respectively for the sequence S4 . The optimal 

sequence for which total rental cost for three machines is minimum, is S4 = <1,2,3,4>  . 

Minimum total rental cost  is given as : 
 R(S4) = U(M1)×C1 + U(M2)×C2 + U(M3)×C3. 
         = (87×3) + (74×15) + (84×20)= 261+1110+1680 = 3051 Rs. 
 
Step11 : At last, calculate the weighted mean flow time of machines M1, M2 & M3 for the optimal sequence S4=<1,2,3,4> 

from the table given below : 
From table: 1.14,  f1= 57 units , f2= 79 units, f3= 106 units & f4= 120 units . 
 Now, Mean weighted flow time for sequence S4=<1,2,3,4> is                   
FW = i=14(Wi fi )/ i=14(Wi) = (57×2)+(79×4)+(106×3)+(120×7) / (2+4+3+7) = 800.5 units. 

                               

CONCLUSION 

 
This procedure gives an algorithm for a n×3 flow shop scheduling problem that minimizes the total rental cost of 

the  machines under a specified rental policy with the effect of breakdown interval on different jobs and  weight-

age of jobs. Further the work can be extended for  n×4 flow shop scheduling model . 
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Table : 2 

Jobs Machines with 

(i) Gi 
processing time Hi 

Weight 

(Wi) 

Jobs MachineM1 

(i) (Ai) 

Machine M2 

(Bi) 

Machine M3 

(Ci) 

Weight 

(Wi) 

1 A1 B1 C1 W1 

2 A2 B2 C2 W2 

3 A3 B3 C3 W3 

.... .... .... .... .... 

.... .... .... .... .... 

n An Bn Cn Wn 
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1 G1 H1 W1 

2 G2 H2 W2 

3 G3 H3 W3 

... ... ... ... 

... ... ... ... 

n Gn Hn Wn 

 

Table 3: 

Jobs MachineM1 

(i) (Ai) 

Machine M2 

(Bi) 

Machine

M3 

(Ci) 

Weight 

(Wi) 

1 6 10 21 2 

2 5 8 12 4 

3 24 9 27 3 

4 32 3 14 7 

 

Table 4: 

Jobs Machines with 

(i)                         Gi 
processing time 

 

 

Hi 

Weight 

(Wi) 

1 16 31 2 

2 13 20 4 

3 33 26 3 

4 35 17 7 

 

Table 5: 

 

 

 

 

 

 

 

 

 

 

 

Table 6: 

Jobs Machine M1 

(i) (in−out) 

Machine M2 

(in−out) 

Machine M3 

(in−out) 

Jobs Machines with 

(i) Gi̍  
processing time Hiˈ 

1 7 15.5 

2 3.25 5 

3 10 12 

4 5 3.73 
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2 0-5 5-13 13-25 

1 5-11 13-23 25-46 

3 11-35 35-44 46-73 

4 35-67 67-70 73-87 

 

Table 7: 

Jobs MachineM1 

(i) (Ai) 

MachineM2 

(Bi) 

MachineM3 

(Ci) 
Weight     (Wi) 

1 16 20 21 2 

2 5 18 22 4 

3 34 9 27 3 

4 32 3 14 7 

 

Table 8: 

Jobs Machines with 

(i) Gi 
processing time Hi Weight (Wi) 

1 36 41 2 

2 23 40 4 

3 43 36 3 

4 35 17 7 

 

Table 9: 

 

 

 

 

 

 

 

 

 

 

 

Table 10: 

Jobs MachineM1 

(i) (in−out) 

MachineM2 

(in−out) 

MachineM3 

(in−out) 

2 0-5 5-23 23-45 

3 5-39 39-48 48-75 

Jobs Machines with 

(i) Gi̍  
processing time 

 

Hiˈ 

1 17 2.5 

2 4.75 10 

3 14.33 13 

4 5 3.73 
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4 39-71 71-74 75-102 

1 71-87 87-107 107-128 

 

Table 11: 

Jobs MachineM1 

(i) (in−out) 

MachineM2 

(in−out) 

MachineM3 

(in−out) 

3 0-34 34-43 43-70 

2 34-39 43-61 70-92 

4 39-71 71-74 92-106 

1 71-87 87-107 107-128 

 

Table 12: 

Jobs MachineM1 

(i) (in−out) 

MachineM2 

(in−out) 

MachineM3 

(in−out) 

4 0-32 32-35 35-49 

2 32-37 37-55 55-77 

3 37-71 71-80 80-107 

1 71-87 87-107 107-128 

 

Table 13: 

Jobs MachineM1 

(i) (in−out) 

MachineM2 

(in−out) 

MachineM3 

(in−out) 

1 0-16 16-36 36-57 

2 16-21 36-54 57-79 

3 21-55 55-64 79-106 

4 55-87 87-90 106-120 

 

Table 14: 

Jobs MachineM1 

(i) (in−out) 

MachineM2 

(in−out) 

MachineM3 

(in−out) 
Weight     (Wi) 

1 0-16 16-36 36-57 2 

2 16-21 36-54 57-79 4 

3 21-55 55-64 79-106 3 

4 55-87 87-90 106-120 7 
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The hydro-chemical properties of ground water were explored for the first time in the selected rural and 

semi-urban locations of Ambala, India (30°25'13'' N, 77°04'79'' E) to find the relation with thecurrent 

health issues of the natives. The samples were analyzed for 23 water quality parameters along with a 

health survey (44 human subjects) in and around the sampling points. Highlevels of TH (564-840mgL-1), 

Ca-H (140-340mgL-1), Mg-H (224-660mgL-1), Ni(573-1120 µgL-1), Pb(12.6-48.6µgL-1), and Se(26.4-180 µgL-1) 

were observed in the samples which remained quite above the limits of drinking water quality standards 

set by BIS and WHO. Out of six issues reported by the residents, hair fall (35%), skin (28%) and liver 

problems(14%) were observed as the major problems in the selected region. The levels of toxic (Ni and 

Pb) and undesirable (Se) elements remained above the standard limits in all the samples (100% 

exceedance). 
 

Keywords: Health Survey, Ground Water Quality, Ions, Toxic Elements 

 

INTRODUCTION 

 

Fresh water is the primary need of every human being especially for drinking and other domestic purposes 

[44,45,18].Ground water is the main source of fresh water which is further usedin drinking, irrigation and industrial 

purposes around the world. The change in the chemistry of water influences the ecological system[25,46,1,27]. The 
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chemical composition of water varies place to place due to various geological reasons and anthropogenic activities. 

Increasing population and its necessities have also lead to the deterioration of surface, sub-surface and underground 

water[21,23,22,39]. Water pollution is a serious problem in many parts of India as number of studies have reported 

regular increase in the contamination of groundwater reserves due to biological, toxic, organic, and inorganic 

pollutants[31,24,13]. In many investigations, these sources have been found unsafe for direct human consumption as 

well as for other purposes, such as irrigation and industrial needs[29,38,4,19]. Degradation in water quality may 

create a situation of fresh water scarcity as it confines its availability for both human use and for the 

ecosystem[30,34,26,11]. Contamination of arsenic, chromium and fluoride is a serious problem in India[35,40,20,8]and 

in other countries as well. Studies show that fluorosis (dental and skeletal)has emerged as a global health issue which 

is caused by consumption of excess amount of fluoride through drinking water[41,2,46,5].According to 

dermatologists, the cases of allergies caused by nickel toxicity are also growing. The non-occupational sources of 

nickel exposure for the general population mainly include drinking water and food[10,7,18].Similarly, the adverse 

health effects of lead exposure in children and adults are well reported, and no safe limits of lead in blood have been 

identified in case of children[17,32,36]. Lead (odourless and tasteless) can be ingested from various sources, including 

lead paint dust, lead contaminated soil, drinking water and food[15,3]. The levels of concentration, amount 

consumed and duration of exposure influence the severity of health effects due to lead. Because lead accumulates in 

the body (gums, hair and nails), all sources of lead should be controlled or eliminated to prevent childhood lead 

poisoning[9,37,41]. Its high levels also influence the intestine, kidneys and the nervous system. This heavy metal can 

be removed by the process of electrolysis or membrane filtration. The heavy element Selenium (Se) is found in the 

earth’s crust, often in association with sulfur containing minerals. Itis a very healthy element if levels in water remain 

below 0.01 mgL-116,12. Any single increase in the selenium levels results in acute toxicity whereas the excessive intake 

causes selenos is which results in caries, loss of hairs, fragility of nails, dermatitis and disorders in digestive 

organs43,14.The high levels of copper in water cause intoxication and induce kidney and liver diseases leading tothe 

state of coma or even death.Various researchers have evaluated the water quality in reference to the permissible limit 

set by the BIS and WHO and have found the contamination of heavy metals.  

 

The physiological as well as the metabolic activities of living organisms are usually influenced due to water 

contamination, therefore it is crucial to study the physico-chemical characteristics of the ground water on a regular 

basisto get exact idea about the quality of water as per the standards given by BIS and WHO. The present study was 

aimed to investigate the possible association of the current health issues with the levels of selected water quality 

parameters in rural and semi-urban locations of the chosen study area (Figure 1). This study also aimed to explore 

the suitability of ground water for drinking purpose as per the recommendations of BIS and WHO in the selected 

area. All metabolic and physiological activities of living organisms are generally influenced due to water 

contamination therefore it is essential to study the physico-chemical characteristics of the ground water on a regular 

basis to get an exact idea about the quality of water as per the standards given by BIS and WHO. The present study 

was aimed to investigate the possible association of the current health issues with the levels of selected water quality 

parameters in rural and semi-urban locations of the chosen study area (Figure 1). This study also aims to explore the 

suitability of the ground water for drinking purpose as per the recommendations of BIS and WHO in the selected 

area. 

 

STUDY AREA & METHODOLOGY 
 

STUDY AREA  

The present study was carried out at Barara block of Ambala district in Haryana, India covering rural and semi urban 

locations during Jan-April 2018. The sequence of approximate depths of water level at different sites was 280 feet 

(MMDU and BHUDHIAN)>260 feet (Barara)>200 feet (Mullana). The atmospheric temperature of the study area 

generally varies between 10-35 ⁰C during Jan-April every year. The water samples were collected from different 

locations of Bararablock. The grid locations, depths of water levels and population of sample collection sites are 

shown in Table 1. 
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MATERIALS AND METHODS 

 

Water samples collected from different locations were analyzed for the selected parameters following the standard 

procedures recommended by BIS and APHA. In order to get the data of current health status of the natives, a health 

survey was conducted during this period of study in and around the selected locations. The ground water samples 

were collected covering rural and semi-urban locations and proper care was taken to get authentic and correct 

analytical results. The samples were collected in pre-cleaned specified plastic bottles (250 ml) coded with the name of 

the sampling site. Samples were brought to the laboratory and analyzed for the selected parameters. A brief 

summary of analytical methods followed during the chemical analysis has been provided below in the Table 2. The 

water colour was determined by visual comparison of the sample with distilled water (BIS:3025, Part 4) while 

temperature of the samples was checked at the sampling sites by taking one litre of the water sample and immersing 

the thermometer into it for a sufficient period of time (till the reading stabilizes). The pH was determined by a pH 

meter (CyberScan pH-510, EutechInstruments) and  duringthe measurements, electrode was allowed to remain in the 

sample undisturbed for 2 minutes to stabilize before taking reading for reproducible results (at least ±0.1 pH units) 

(BIS:3025, Part 11). Similarly electrical conductivity (EC) was measured by a conductometer (CON-700, Eutech 

Instruments) and stable readings were noted. The amount of total dissolved olids (TDS) was determined by 

following the analysis method recommended by BIS (IS:3025, Part 16).The total hardness (TH) and Calcium hardness 

(Ca-H) was determined by EDTA titration method while Mg-H was calculated by subtracting the Ca-H from TH and 

multiplying by the factor 0.243 [Mg-H = (TH - Ca-H) *0.243 as mgL-1 of CaCO3] (IS-3025, Part 21). Titration method 

was adopted to determine the total alkalinity (TA) in terms of CO32- and HCO3-. Ion chromatography was employed 

to measure the concentration of ions (Cl-, F-, NO3-, PO43-, and SO42-) and concentration levels of Na+and K+ ions were 

determined by flame photometer (Systronics). The concentration levels of Ni, Pb, Se, Mn, Cu, Cd, Cr, Fe and Zn were 

analyzed by using inductively coupled plasma atomic emission spectroscopy technique (ICP-AES, Shimadzu). All 

the instruments were calibrated and standardized and blanks were run before the analysis to check the reliability of 

the instruments. All the samples were tested repeatedly to get authentic results.  

 

HEALTH SURVEY 

In order to collect the information of actual health conditions of the natives, a health survey was conducted in and 

around the water sampling points. A survey form was prepared to collect the information about the age, gender, 

qualification, health issue etc. Door to door data was collected from 44 human subjects covering different age groups 

i.e. (20-60 years). 

 

RESULTS AND DISCUSSION 
 

Physico-Chemical Parameters 

The results indicate that the quality of water considerably varies from location to location. The temperature values of 

the collected water samples were observed to be almost same (±1⁰C) which may be due to the influence of 

environmental temperature at the time of sample collection. The colour was determined by visual comparison of the 

sample with the distilled water and all the samples were found colorless. The results of physico-chemical analysis of 

different water quality parameters have been given in table 3 and 4. The desirable range of pH for drinking water is 

7.0-8.5. In the present study, pH values of water samples in the study area ranged between 7.3-8.05 (Figure3b) and 

was found in the desired limits as prescribed in the standards for drinking water by WHO and BIS. The magnitude of 

total alkalinity value of water in terms of CaCO3 varied between 42.7 to 225.7 mgL-1(Table 3)and found well within 

the permissible range of water quality standards (Table 5). The water which has less than 100 mgL-1 of total alkalinity 

is considered suitable for the domestic purpose. Hard water is not suitable for domestic, agricultural and industrial 

purposes.The total hardness (TH) of the studied water samples varied between 564-840 mgL-1. The value of TH were 

found above the acceptable limits (200 mgL-1) of drinking water quality set by different agencies like BIS & WHO at 

all the sites.On the basis of total hardness levels, water is generally categorized into soft water (0-60mgL-1), 

moderately hard (61-120mgL-1), hard (121-180mgL-1) and very hard (>180mgL-1). Analysis shows that water of the 
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area falls under very hard category which is not suitable for drinking & other household purposes & may produce 

health problems if used for long time without any suitable treatment. The concentration level of Cl- was found to be 

in the range from 2.10 mgL-1 - 18.08 mgL-1. The maximum permissible levels of chloride given by WHO and BIS are 

200 and 250 mgL-1 respectively. Thus the chloride level in water samples was quite below the permissible limits and 

can be safely used for drinking and cooking purpose. The values of nitrate (NO3-) in the water samples ranged from 

0.031-34.037 mgL-1. The levels of nitrate were found within the safe limits as prescribed by WHO and BIS. TDS value 

measures the total quantity of all inorganic and organic substances dissolve in the given water sample. The 

acceptable limit of TDS for drinking water is 500mgL-1(BIS 2012). The TDS values in the collected samples varied 

between 326.4 mgL-1 (minimum) at S2 and 531.2 mgL-1 (maximum) at S1. Obtained results show that except S1, the 

TDS values remained below the acceptable limit (Figure 3a). Calcium and Magnesium hardness is a measure of the 

levels of Ca2+ and Mg+2ions in water.In the analyzed samples, Ca-H of water ranged from 140 to 340 mgL-1and Mg-H 

of water ranged from 224-660 mgL-1which were quite above the acceptable concentration of Ca2+ and Mg2+(75 mgL-1 

and 30 mgL-1 respectively). The concentration levels of Na+ and K+ions ranged between 67.7 mgL-1-102.2 mgL-1and 

25.1 mgL-1- 80 mgL-1 respectively while the levels of fluoride ranged between 0.324mgL-1-0.670mgL-1 and found 

within the limits of WHO and BIS in all the samples (Figure 4a). The concentration of Ni,Pb,Se and Mn ranged 

between 573 μgL-1 -1350 μgL-1,12.6 μgL-1-48.6 μgL-1, 26.4μgL-1-180μgL-1,bdl-572μgL-1 respectively exceeding the 

permissible limits set by BIS, India and WHO. The concentration levels of Cu,Cd,Cr,Fe and Zn were found below 

detection limit (bdl) of the instrument. On the contrary it can be concluded that these metals were not detected in the 

collected samples. The water samples were observed as free from contamination of selected toxic metals like Cd and 

Cr. 

 

HEALTH SURVEY DATA 

Dataanalysis of health survey shows that except only 2% human subjects, who did not state any health issue, all the 

people were having some kind of health problems. People reported complications related to kidney functioning 

(12%), stomach (9%),liver(14%), skin (28%) and hair fall (35%). Pie chart (Figure 5) further shows that 63% people 

were suffering primarily from skin and hair fall problems in this area. People in the age group between 30-50 years 

were suffering from skin and kidney stone problems at the rural locations while people in the age group of 20-40 

years reported stomachissue also in addition to the skin and hair fall problems. People in the age group between 60-

80 years mainly reported stomach problem. The drinking water loaded with Ca, Mg and HCO3-may increase the risk 

of CaC2O4 crystallizationin kidneys48. The presence of excess amount of nickel (Ni), lead (Pb) and selenium (Se) in 

water may be the cause of problems like hair fall, skin allergies in this region. People who were using some kind of 

water filtration system at home, reported less number of health issues. The presence of lead (Pb) in the drinking 

water can also damage kidneys, nervous system, and may affect brain functioning while the presence of selenium 

(Se) in the drinking water has been reported as the major cause of hair fall (28).The presence of nickel (Ni) in water 

can cause allergies, cardiovascular problems, kidney failure, lungs fibrosis and cancer (lung and nasal)49,50. 

 

CONCLUSION 
 

The quality of groundwater in the studied region is observed to be neutral to alkaline with TH and TDS varying from 

564 to 840 mgL-1 and 326-531 mgL-1, respectively. The concentrations of Cl−, F-, NO3-, SO42- remained within the 

desirable limitsof WHO for drinking water, but the levels of TH, Ca-H, and Mg-H were quite above the prescribed 

permissible levels for drinking water. Furthermore, ionic levels were observed in the order Mg2+>Ca2+>Na+>K+ for 

cations and HCO3− >NO3− > SO42−>Cl- for anions. The high loading of TDS, EC, TH, Na+, K+, Mg2+, and Ca2+in water 

samples indicates the weathering of rocks, natural sources and ion-exchange processes by human induced activities 

while low levels of Cl− and NO3- indicate lesser impact of anthropogenic activities,livestock effluents, domestic 

sewage, and agricultural activities on the groundwater quality in the study region. The presence of toxic elements (Ni 

and Pb) and their levels exceeding the desirable values (BIS and WHO), also indicates towards the carcinogenic risk 

of local residents. The high concentration of Ni, Pb and Se may be responsible for skin allergies, hair fall, liver and 

kidney damage in this region. The combined impacts of contamination of toxic elements and substances undesirable 
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in excess quantity in groundwater may cause severe diseases in the near future if such water is used specially for 

drinking purpose without treatment. The findings of this study would be helpful in detailed investigation further 

and decision making on drinking water security issues among rural communities.  
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Table 1: Different Sampling Locations (Rural and Semi-Urban), Grid Locations, Depths of Water Levels and 

Nomenclature 

Site No SITE NAME GRID LOCATION Depths of water levels (ft) Population 

S1 Bhudhian Village (Rural) 30◦24'75.5'' N,77◦05'00.3''E 280 1692 

S2 Barara Town (Semi- Urban) 30◦19'18.4'' N,77◦02'98.5'' E 260 21545 

S3 MMDU, Mullana (Semi-Urban) 30◦25'18.9'' N,77◦04'77.4'' E 280 -- 

S4 MullanaVillage(Rural) 30◦27'52.0'' N,77◦04'78.8'' E 200 4956 

 

Table 2: Summary of Experimental Methods 

S.No. WATER QUALITY PARAMETER METHOD 

1. Temperature Thermometer 

2. pH pH Meter (Eutech) 

3. TA H2SO4  titration 

4. TH EDTA titration 

5. Conductivity Conductometer (Eutech) 
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6. Total Dissolved Solids Filtration and evaporation 

7. Na+, K+ Flame Photometer (Systronics) 

8. F-, Cl-, SO42-, NO3-, PO42- Ion-Chromatography (Metrohm) 

9. Ni, Pb, Se, Cu, Mn ICP-AES (Shimadzu) 

 

Table 3: Results of physico-chemical analysis of drinking water samples collected from different sites. 

S. 

No. 

Water Quality 

Parameter 
S1 S2 S3 S4 

BIS Standard values 

(Acceptable-

Permissible) 

WHO 

Standards 

Present Study 

Results (Min.-

Max.) 

1 Temp. (⁰C) 23 25 24 25 *** *** 23-25 

2 pH 7.32 8.05 8 7.5 6.5-8.5 6.5-8.5 7.3-8.1 

4 TA 225.7 73.7 42.7 54.9 200-600 200 42.7-225.7 

5 TDS 531.2 326.4 339.2 371.2 500-2000 ** 326.4-531.2 

6 TH 564 744 768 840 200-600 500 564-840 

7 Ca-H 340 240 140 180 75-200 75 140-340 

8 Mg-H 224 504 628 660 30-100 50 224-660 

9 HCO3- 225.7 73.7 42.7 54.9 *** *** 42.7-225.7 

10 CO3- N.D. N.D. N.D. N.D. *** *** N.D. 

11 Na+ 102.2 100.2 89.2 67.7 *** *** 67.7-102.2 

12 K+ 54.9 80 25.1 54.9 *** *** 25.1-80 

13 Cl- 7.582 2.1 3.127 18.08 250-1000 200-300 2.1-18.08 

14 F- 0.559 0.55 0.67 0.324 1-1.5 1.5 0.324-0.67 

15 NO3- 34.03 2.005 0.029 7.402 45-NR 50 0.029-34.027 

16 SO42- 18.05 8.186 8.367 15.01 200-400 *** 8.19-18.05 

17 PO42- 0.07 0.032 N.D. 0.027 *** *** N.D.-0.032 

18 Ni* 0.573 1.12 1.13 1.35 0.02-NR 0.07 0.57-1.35 

19 Pb* 0.049 0.126 0.018 0.027 0.01-NR 0.01 0.01-0.05 

20 Se** 0.18 0.035 0.026 0.03 0.01-NR 0.01 0.03-0.18 

21 Mn** 0.572 N.D. N.D. N.D. 0.1-0.3 0.4 N.D.-0.57 

22 Cu** N.D. N.D. N.D. N.D. 0.05-1.5 2.0 N.D.-N.D. 

*Toxic Elements; **Elements undesirable in excessive amount, ***Standards not set, N.D.: not detected, NR: No 

relaxation 

 

 

Table 4:  The quantitative analysis of some elements in drinking water samples collected from different sites. 

S.NO. PARAMETERS 
% of values exceeding the BIS standards 

(Std values in mgL-1 ) 

% of values exceeding the WHO 

standards(Std values in mgL-1 ) 

1 Ni* 100% (0.02) 100% (0.07) 
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2 Pb* 100% (0.01) 100% (0.01) 

3 Se** 100% (0.01) 100% (0.01) 

4 Mn** 25% (0.1) 25%(0.4) 

5 Cu** 0%(0.05) 0%(2.0) 

*Toxic Elements; **Elements undesirable in excessive amount 

 

 
 

Figure 1: Water quality parameters analyzed in collected 

water samples and observed health issues in the study area 

Figure 2: The location and the magnified google 

images of different sampling sitesin and around 

MMDU, Mullana, India 

  
Figure 3: Variation in the levels of total hardness, total 

alkalinity, total dissolved solids (a) and pH levels (b)at semi-

urban and rural locations 

Figure 4: Variations in the levels of ionic (a)and 

elemental concentrationsat semi-urban and rural 

locations (b). 

 
Figure: 5. Distribution of human health problems in the study area 
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Consider R to be a commutative ring with identity,Z(R) be the set of zero divisors of R,and H to be a 

nonempty proper multiplicative prime subset of R. The generalized total graph of R is the graph 

(simple)𝐺𝑇𝐻(𝑅) with vertex set R, and x and y are two different vertices aresaid to be adjacent if and only 

if 𝑥 + 𝑦 ∈ 𝑅.we take R as the field F and the multiplicative prime subset H={0}, designate the graph as the 

generalized total of field F, and denote GT(F).In this article, We investigate the properties of the adjacency 

matrix of a generalized total graph, such as the Eigenvalues, characteristic polynomial, minimal 

polynomial, Spectrum and energy of the adjacency matrix of GT(F). 

 

Keywords: Adjacency matrix, eigen values, Spectrum, Generalized total graph 
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INTRODUCTION 

 

Consider R to be a commutative ring with identity, and Z(R) is its zero-divisor sets of the Ring. In 2013, Anderson 

and Badawi[3]introduced the generalized total graph of a commutative ring  R . Let H of R be a nonempty proper 

subset of  R; this R  is said to be a multiplicative prime subset of  R  if it satisfies the following two conditions: (i)  ab ∈ 
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H   for all a ∈ H   and b ∈ R  ; (ii) if ab ∈ H   for a, b ∈ R, then either a ∈ H   or b ∈ H  . For a multiplicative prime 

subset  H  of  R,  the generalized total graph 𝐺𝑇𝐻(𝑅)  is the simple undirected graph with vertex set  R  and x,y  are two 

different vertices are adjacent if and only if x + y ∈ H.The entire literature regarding graphs from rings can be found 

in the monograph [2]. If there exists a path between any two different vertices of G, it is called a connected graph. For 

any vertex 𝑣𝑖∈V(G), deg(𝑣𝑖)  denotes the degree of  𝑣𝑖.  For any graph G, maximum degree of vertices is denoted 

as𝛿(G)  andmaximum degree of vertices is denoted as Δ(G). In this article, F denotes a finite field. |F| is its 

cardinality, and F, {0} is the only prime ideal in this field. When  R  is the field  F  and  H={0}, the generalized total 

graph of the field  F is denoted as  GT(F). This paper investigates several properties of the adjacency matrix of the 

generalized total graph GT(F). In particular, we study the characteristic equation and eigenvalues of the adjacency 

matrix of GT(F). Next, we provide some properties of the adjacency matrix for GT(F). More specifically, we 

determine the Spectrum, rank, index, nature, quadratic form and energy of the adjacency matrix of  GT(F).  

 

ADJACENCY MATRIX OF GT(F)AND ITS PROPERTIES 

Recall that the adjacency matrix of graph G is the 𝑛 × 𝑛 matrix A(G), over the complex field,whose entriesare given 

by 𝑎𝑖𝑗  =     
1   𝑖𝑓 𝑣𝑖  𝑎𝑛𝑑 𝑣𝑗  𝑎𝑟𝑒 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡

0       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
 . 

 

Lemma 2.1. Let GT(F) be the generalized total graph GT(F) and A(F) be its Adjacency matrix. Then the (i,j)th entry of 

A(F) is defined as𝑎𝑖𝑗  =     
1   𝑖𝑓 𝑣𝑖 + 𝑣𝑗 = 0

0          𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
 . 

 

Lemma 2.2.Let A(F) be the Adjacency matrix of GT(F), we can observe 

(i) If Characteristic (F) =2, then A(F) is azero matrix of order |𝐹| × |𝐹|, 

(ii) If Characteristic (F)> 2, then each (i,j)th entry of A(F) is defined by 

𝑎𝑖𝑗  =     
1   𝑖𝑓 𝑒𝑖𝑡𝑒𝑟 𝑗 = 𝑖 + 1, 𝑖 ∈  2,4… 𝐹 − 1 𝑜𝑟

                                                       𝑗 = 𝑖 − 1, 𝑖 ∈ {3,5…  𝐹 }
0                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

 . 

Proof.(i) If Characteristic (F) =2 , then x+ x =2x=0 for all elements 𝑥 ∈ 𝐹.Therefore, each element of F is self-inverse. 

Hence, all the vertices of GT(F) are isolated, so A(F) is a zero matrix. 

 (ii)When Characteristic (F) >2,List all the member of F as  {0,𝑥1 ,−𝑥1𝑥2 ,−𝑥2 …𝑥𝑘 ,−𝑥𝑘 , …𝑥 𝐹 −1

2
,
−𝑥 𝐹 −1

2

}   each −𝑥𝑘  is the 

inverse of 𝑥𝑘for 1 ≤ 𝑘 ≤
 𝐹 −1

2
, which implies  

𝐺𝑇(𝐹) = < 0 >  < 𝑥𝑘 ,−𝑥𝑘 >.
 𝐹 −1

2

𝐾=1
To find the adjacency matrix of GT(F),relabel the elements F  as  𝑣1,𝑣2,…𝑣 𝐹   in 

such a way that 𝑣1 = 0, 𝑣2 = 𝑥1 ,𝑣3 = −𝑥1 ,…  𝑉 𝐹 −1 = 𝑥 𝐹 −1

2

,  𝑉 𝐹 =−𝑥 𝐹 −1

2

.Consider that the relabeled elements of F head 

each row and column of   A(F). For 1 ≤ 𝑖 ≤  𝐹 & 1 ≤ 𝑗 ≤  𝐹 , 𝑡𝑒  𝑖, 𝑗 𝑡entries of A(F) is defined from GT(F) as follows 

𝑎𝑖𝑗  =     
1   𝑖𝑓 𝑣𝑖 + 𝑣𝑗 = 0 ∈ 𝐹

0          𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
 .Implies 𝑎𝑖𝑗  =     

1   𝑖𝑓 𝑣𝑖 + 𝑣𝑖+1 = 0 ∈ 𝐹 𝑎𝑛𝑑 𝑖 ∈  2,4,6… 𝐹 − 1 

1   𝑖𝑓 𝑣𝑖 + 𝑣𝑖−1 = 0 ∈ 𝐹 𝑎𝑛𝑑 𝑖 ∈  3,5,7… 𝐹  

0          𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

 . 

From this, we observe that  

𝑎𝑖𝑗  =     
1   𝑖𝑓 𝑒𝑖𝑡𝑒𝑟 𝑗 = 𝑖 + 1, 𝑖 ∈  2,4… 𝐹 − 1 𝑜𝑟 𝑗 = 𝑖 − 1, 𝑖 ∈ {3,5… 𝐹 }
0                                                                                                           𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

 . 

 

Corollary 2.3. 

Let A(F) be the Adjacency matrix of GT(F), we can observe that 

(i)Minimum degree = minimum row sum of A(F) = 𝛿 𝐴 𝐹  = 0  and  

Maximum degree = maximum row sum of A(F) =  Δ 𝐴 𝐹  =  
0, 𝑖𝑓 characteristic  F = 2

1, 𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐  𝐹 > 2.
  

(ii)Number of isolated vertices = 1.                 

Proof.  From the above lemma, if Characteristic (F) =2, then it is a zero matrix.  

so 𝛿 𝐴 𝐹  = Δ 𝐴 𝐹  = 0.   
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If Characteristic (F)> 2, the Minimum degree arises from the first row, with all other rows having row sum 1.This is 

the maximum row sum. 

 

Example 2.4. 

We can observe that It leads to the adjacency matrix A(F) =

 

 
 
 
 
 

𝟎  0  0 …   0   0  0
0  𝟎  𝟏 …   0  0  0
0  𝟏  𝟎 …   0  0  0

.

.

.
0  0  0 …   0  𝟎  𝟏
0  0  0 …   0  𝟏  𝟎 

 
 
 
 
 

. 

Consider the field 𝐹4 =
𝑍2[𝑥]

<𝑥 2+𝑥+1>
= {0,1,𝑥, 1 + 𝑥}; then the corresponding generalized total graph and its adjacency 

matrix are given by 

𝐴 𝐹4 =  

0 0 0 0 
0 0 0 0
0 0 0 0
0 0 0 0

  

 

Suppose 𝑓 = 𝑍5, then GT(𝑍5) are given by      𝐴 𝑍5 =

 

 
 

0 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1
0 0 0 1 0 

 
 

 

 
Note thata matrix in which most elements are 0 is called a Sparse matrix.A Hallow matrix is a square matrix whose 

diagonal elements are all zero. In fact, The adjacency matrix of simple undirected graphs is the Hallow matrix. Here, 

the Sparsity of a matrix can be calculated as the ratio of the number of zeros to the total elements of the 

corresponding sparse matrix. A lot of applications in data science and machine learning involve sparse matrices. 

From this, we observe the following. 

 

Theorem 2.5.IfCharacteristic (F)> 2, then A(F) is a sparse matrix and a Hallow matrix. Its Sparsity is   
2 𝐹 2− 𝐹 +1

2|𝐹|
. 

Proof. By Lemma 2.2 (ii), the result is obvious.Sparsity =
number  of  zeros

𝑇𝑜𝑡𝑎𝑙  𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠
=

1−
 𝐹 −1

2

 𝐹 2
 =

2 𝐹 2− 𝐹 +1

2|𝐹|
 

Remark that If Characteristic (F) =2, the Sparsity is 1. 

 

Theorem 2.6.Let A(F) be the adjacency matrix of generalized total graph F.Then the following are valid. 

(i)A(F) is always a real symmetric matrix.(ii)Tr(A(F))=0,(iii)|A(F)|=0. 

(iv)Atleast one Eigenvalue of A(F) is 0. 

Proof.(i) is obvious 

(ii)Since GT(F) does not allow self-loops and so 𝑎𝑖𝑖for all 1 ≤ 𝑖 ≤ |𝐹| in A(F) .Hence all the diagonal elements are 

0.Therefore Tr(A(F)) =0. 

(iii)Since 0 is the isolated vertex in GT(F), the row and column headed by 0 contains only 0. Therefore |A(F)|=0. 

(iv)By (iii)|A(F)|=0, and so at least one of the Eigenvalues of A(F) must be 0. 

 

Theorem 2.7. If Characteristic (F)> 2, then A(F) is a block diagonal matrix with blocks (0),
 

0 1
1 0

 , 
0 1
1 0

 ,… 
0 1
1 0

 
                 

 𝐹 −1

2
 𝑏𝑙𝑜𝑐𝑘𝑠
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Proof. By lemma 2.2(ii) we have A(F) =

 

 
 
 
 
 

𝟎  0  0 …   0   0  0
0  𝟎  𝟏 …   0  0  0
0  𝟏  𝟎 …   0  0  0

.

.

.
0  0  0 …   0  𝟎  𝟏
0  0  0 …   0  𝟏  𝟎 

 
 
 
 
 

 

From this, we observe that the blocks of A(F) are 
 

0 1
1 0

 , 
0 1
1 0

 ,… 
0 1
1 0

 
                 

 𝐹 −1

2
 𝑏𝑙𝑜𝑐𝑘𝑠

.(0), 

Note that The characteristic polynomial of A(F) is defined as|𝜆𝐼 − 𝐴(𝐹)| and the characteristic equation of A(F) to be 

 𝜆𝐼 − 𝐴 𝐹  = 0.Which  yields the following  

 

Lemma 2.8. Let GT(F) be the generalized total graph F, 𝑓(𝜆) be the characteristic polynomial and 𝑝(𝜆) be the minimal 

polynomial of A(F), then the following are holds. 

(i)If Characteristic (F)=2,then the characteristics equation of A(F) is 𝜆|𝐹| = 0 and its minimal polynomial is 𝑝 𝜆 = 𝜆 

(ii) If Characteristic (F)> 2,then the characteristics equation of A(F) is given by 𝜆(𝜆2 − 1)
 𝐹 −1

2 = 0 and its minimal 

polynomial is 𝑝 𝜆 = 𝜆 𝜆2 − 1 . 

Proof. (i)When Characteristic (F) =2, the characteristic equation of A(F) is given by 

 𝜆𝐼 − 𝐴 𝐹  = 0. 

⟹

 

 

 

𝜆  0  0 …   0   0  0
0  𝜆0 …   0  0  0
0 0𝜆 …   0  0  0

.

.

.
0  0  0 …   𝜆0

0  0  0 …   0  0𝜆

 

 

 

= 0 ⟹ 𝜆|𝐹| = 0.The possibilities of minimal polynomial is  

p(𝜆)= 𝜆, 𝜆2,𝜆3 …𝜆 𝐹 . 

(iii) When Characteristic (F) =2, the characteristic equation of A(F) is given by  𝜆𝐼 − 𝐴 𝐹  = 0. 

⟹

 

 

 

𝜆  0  0 …   0   0  0
0  𝜆 1 …   0  0  0
0 1𝜆 …   0  0  0

.

.

.
0  0  0 … 0  𝜆1

0  0  0 …   0  1𝜆

 

 

 

= 0 ⟹ 𝜆   
 𝜆2−1 ×  𝜆2−1 … 𝜆2−1                    

 𝐹 −1

2
 𝑡𝑖𝑚𝑒𝑠

= 0 ⟹ 𝜆(𝜆2 − 1)
 𝐹 −1

2 = 0. 

Recall the Binomial Expansion 𝑎 − 𝑏 𝑛 =  𝑛
0
 𝑎𝑛 +  𝑛

1
 𝑎𝑛−1𝑏 +  𝑛

2
 𝑎𝑛−2𝑏2 + ⋯ 𝑛

𝑛
 𝑏𝑛 . 

 

Theorem 2.9. Let𝑓(𝜆) be the characteristic polynomial of A(F). If Characteristic (F)> 2, then we have the following 

observation in 𝑓(𝜆). 

(i) The coefficient of 𝜆2𝑘 is 0 for all k = 0,1,2,3< 
 𝐹 −1

2
. 

(ii) The coefficient of 𝜆2𝑘+1 is 1,−  
 𝐹 −1

2
1

  ,  
 𝐹 −1

2
2

   … . . 1   for all k=0,1,2,3< 
 𝐹 −1

2
. 

 

Proof. By the Binomial expansion, we have  

 𝜆2 − 1 
 𝐹 −1

2 =  
 𝐹 −1

2
0

 (𝜆2)
 𝐹 −1

2 +  
 𝐹 −1

2
1

  𝜆2 
 𝐹 −1

2
−1(−1) +  

 𝐹 −1

2
2

 (𝜆2)
 𝐹 −1

2
−2(−1)2 + ⋯ 

 𝐹 −1

2
 𝐹 −1

2

 (−1)
 𝐹 −1

2 . 

Therefore  𝜆2 − 1  𝐹 −1 = 𝜆 𝐹 −1 −   𝐹 − 1 𝜆 𝐹 −3 +  
 𝐹 −1

2
2

 𝜆 𝐹 −5 + ⋯ + 1. 

Now, 𝜆 ×  𝜆2 − 1  𝐹 −1 = 𝜆 𝐹 −   𝐹 − 1 𝜆 𝐹 −2 +  
 𝐹 −1

2
2

 𝜆 𝐹 −4 + ⋯ + 𝜆. 
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Clearly, all the even powers of 𝜆 are 0.That is , The coefficient of 𝜆2𝑘  is 0 respectively for 

 k = 0,1,2,3< 
 𝐹 −1

2
 and all the coefficients of odd power of 𝜆 are 1, − 

 𝐹 −1

2
1

 ,  
 𝐹 −1

2
2

   … . . 1   respectively for k=0,1,2,3< 

 𝐹 −1

2
.    

 

Proposition 2.10. ([8], proposition 2.3)Let A(Γ) be the adjacency matrix of a simple graph Γ. Let us suppose that 

𝜒 Γ, 𝜆 = 𝜆𝑛 + 𝑐1𝜆𝑛−1 + 𝑐2𝜆𝑛−2 + ⋯ + 𝑐𝑛 .where the coefficients 𝑐𝑖  denote the sums of principal minors of A. Then, the 

following are true.(i)𝑐1 = 0    (ii).−𝑐2is the number of edges of the graph  (iii)−𝑐3is twice the number of triangles in 

the graph. This proposition leads to the following lemma. 

 

Theorem 2.11.Let us suppose that 𝑓 𝜆 = 𝜆|𝐹| + 𝑐1𝜆|𝐹|−1 + 𝑐2𝜆|𝐹|−2 + ⋯ + 𝑐𝑛 is the characteristic polynomial for A(F). 

Then, the following is true. 

(i)𝑐1 = 0    (ii)the number of edges of GT(F) is −𝑐2 =  
𝑜         𝑖𝑓  𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2

 𝐹 −1

2
      𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2 

   , 

  (iii)twice the number of triangles in the graph 𝐺𝑇 𝐹  𝑖𝑠 – 𝑐3 = 0. 

Proof.(i)Consider Characteristic (F) = 2,then by Lemma 2.9(i) 𝑓 𝜆 = λ|𝐹| . 

Therefore  𝑐1 , 𝑐2 ,𝑐3 = 0 

Suppose Characteristic (F)> 2, then by Lemma 2.9(ii) 

𝑓 𝜆 = 𝜆 𝐹 −   𝐹 − 1 𝜆 𝐹 −2 +  
 𝐹 −1

2
2

 𝜆 𝐹 −4 + ⋯ + 𝜆. 

From this, we observe that  𝑐1 = 0,−𝑐2 =
 𝐹 −1

2
=   number of edges in the graph GT F and −𝑐3is twice the number of 

triangles in the graph GT(F)=0.We recall that the root of the characteristic equation  𝜆𝐼 − 𝐴 = 0 is called the 

Eigenvalue of A. From this definition, one can easily determine all the Eigen values of A(F). 

 

Theorem 2.12.Let 𝜆1 ,𝜆2,… , 𝜆|𝐹| be the Eigen values of A(F), Then (i)If Characteristic (F) = 2, then the distinct 

Eigenvalue of A(F) is 0. 

(ii)If Characteristic (F)> 2,then the distinct Eigen value of A(F) is 0,1,-1. 

Proof. (i)When Characteristic (F) = 2, then the characteristics equation of A(F) is given by 𝜆|𝐹| = 0.Solving this 

equation, we get 𝜆 =   
    0,   0,…    0         

 𝐹 𝑡𝑖𝑚𝑒𝑠
.Hence, 𝜆 = 0 is the only Eigenvalue. 

(ii) When Characteristic (F)> 2,then the characteristics equation of A(F) is given by 𝜆(𝜆2 − 1)
 𝐹 −1

2 = 0. Solving this 

equation we get 𝜆 = 0,
1,   1   ,…       1         

 𝐹 −1

2
  𝑡𝑖𝑚𝑒𝑠

,
−1,−1,…     −1         

 𝐹 −1

2
  𝑡𝑖𝑚𝑒𝑠

. Hence, the distinct Eigenvalue of A(F) is 0,1,-1. 0,1,−1. 

We recall that the definition of the Spectrum of a graph G is the set of Eigenvalues of Adjacency matrix, together with 

the multiplicities of the Eigenvalues of the adjacency matrix. If the distinct Eigenvalues of A(G) are  𝜆0 > 𝜆1 >

⋯  > 𝜆𝑘 , and their multiplicities are  𝑚 𝜆0 ,𝑚 𝜆1 ,…𝑚(𝜆𝑘), then we shall write the Spectrum of the graph G by  Spec 

(G)= 
𝜆0𝜆1       …     𝜆𝑘

𝑚 𝜆0   𝑚 𝜆1   …𝑚(𝜆𝑘)
 . With the help of this definition, we can derive the spec (GT(F)) as follows. 

 

Theorem 2.13. Let A(F) be its adjacency matrix of the generalized total graph. Then  

Spec (G)=

 
 
 

 
  

0
|𝐹|

                           𝑖𝑓  𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2

 
1        0    − 1
 𝐹 −1

2
   1   

 𝐹 −1

2

  𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2

 . 

Proof. The proof is trivial from the definition of Spectrum and the proof of theorem 2.12. 

Note tha tthe rank of a matrix is the number of non-zero Eigenvalues. The rank of A is denoted by r. The index of a 

matrix is the number of positive Eigenvalues of the matrix A, and it is denoted by p. The signature of the matrix is 

2p-r. 

 

Lemma 2.14.Let A(F) be its adjacency matrix of the generalized total graph, then the following are true. 
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(i) The rank of A(F) is given by r =   
0             𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2
 𝐹 − 1    𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2

 . 

(ii) The index of A(F) is given by p =  
0                            𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2
 (𝐹 − 1)/2        𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2

 . 

Proof. (i)consider Characteristic (F) =2, then by lemma 3.10  r = 0 and p = 0. 

(ii)suppose that Characteristic (F)> 2, Then the non-zero Eigenvalues of A(F) are 
1,   1   ,…       1         

 𝐹 −1

2
  𝑡𝑖𝑚𝑒𝑠

,
−1,−1   ,…     −1           

 𝐹 −1

2
  𝑡𝑖𝑚𝑒𝑠

. Hence, the 

number of non-zero Eigenvalues of A(F) is 𝑟 =
 𝐹 −1

2
+

 𝐹 −1

2
=  𝐹 − 1, and the index of A(F) is 𝑝 =

 𝐹 −1

2
. 

Note that, a quadratic form, is a  homogeneous polynomial of the second degree in any number of variables of a 

matrix A. For example,  𝐴 =  

𝑎  𝑓  𝑔
𝑓  𝑏  
𝑔    𝑐

 , 𝑋 =  𝑥  𝑦  𝑧 𝑎𝑛𝑑 𝑋𝑇 =  
𝑥
𝑦
𝑧
 , then 𝑋𝐴𝑋𝑇 = 𝑎𝑥2 + 𝑏𝑦2 + 𝑐𝑧2 + 2𝑓𝑥𝑦 + 2𝑔𝑧𝑥 +

2𝑧𝑦 which is a corresponding Quadratic form of A,𝜆𝑖 are Eigenvalues. Here i=1,2,3. 

The real quadratic form 𝑋𝐴𝑋𝑇 is called Positive definite if all𝜆𝑖> 0,  

Negative definite if 𝜆𝑖< 0. 

Positive semi-definite if all 𝜆𝑖 ≥0 and atleast one 𝜆  = 0, Negative semi definite if all 𝜆𝑖 ≤0 and atleast one𝜆 =0. It is 

indefinite if some of the 𝜆𝑖 are positive and others negative. This definition leads to the following result. 

 

Lemma 2.15. Let A(F) be its adjacency matrix of the generalized total graph. Let q be the quadratic form of A(F).Then 

𝑞 =  
0                                                                   𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2

2 𝑥2𝑥3 + 𝑥4𝑥5 + ⋯ + 𝑥 𝐹 −1𝑥 𝐹          𝑖𝑓𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2 
  

Proof.If Characteristic (F) = 2,then 𝑞 =  𝑥1𝑥2𝑥3  …𝑥 𝐹  

 

 
 

0  0  0 …   0  0
0  0  0 …   0  0

.

.
0  0  0 …   0  0 

 
 

 

 
 

𝑥1

𝑥2

.

.
𝑥 𝐹  

 
 

= 0 

If Characteristic (F)> 2, then 𝑞 =  𝑥1𝑥2𝑥3  …𝑥 𝐹 −1  𝑥 𝐹  

 

 
 
 
 

0  0  0 …   0  0
0  0  1 …   0  0
0  1  0 … 0  0

.

.
0  0  0 … 0  1

0  0  0 …   1  0 

 
 
 
 

 

 
 
 

𝑥1

𝑥2

.

.
𝑥 𝐹 −1

𝑥 𝐹  

 
 
 

 

= 2 𝑥2𝑥3 + 𝑥4𝑥5 + ⋯ + 𝑥 𝐹 −1𝑥 𝐹   

 

Lemma 2.16.Let A(F) be its adjacency matrix of the generalized total graph. Let q be the quadratic form of A(F), we 

can observe 

(i) If Characteristic (F) = 2,then q is positive semi-definite as well as negative semi-definite. 

(ii) If Characteristic (F)>2,then q is indefinite. 

 

Proof. When Characteristic (F) =2, 0 is the only Eigenvalue of A(F).In this case, q is positive semi-definite as well as 

negative semi-definite. When Characteristic (F)> 2, then 0,1 and -1 are the Eigenvalue of A(F).In this case, q is 

indefinite. 

 In this view of the following definition, one can determine the energy of a simple graph G from its adjacency 

matrix A. consider A(G) as the adjacency matrix of a graph G and let  𝜆1 ,𝜆2 ,…𝜆𝑛Eigenvalue of A. Then, the Energy of 

the graph G is  En(G) =  |𝜆𝑖|
𝑛
𝑖=1 . 

 

Lemma 2.17. Let GT(F) be the generalized total graph F, and A(F)  be its adjacency matrix. Then the energy of the 

graph GH(F) is given by    En(GT(F)) = 
0,         𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2

 𝐹 − 1, 𝑖𝑓  𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2 
  

Proof. By the definition of E(G) and by the lemma 3.9  
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E(GT(F))= 

 0 +  0 + ⋯ 0 ,                                               , 𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) = 2
|1|+ 1 +,…+|1|           

 𝐹 −1

2
  𝑡𝑖𝑚𝑒𝑠

+ 0 +
 −1 +  −1 +   ,…    | −1|                 

 𝐹 −1

2
  𝑡𝑖𝑚𝑒𝑠

,    𝑖𝑓 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 (𝐹) > 2 
 . 

Hence E(GT(F)) =  
0,         𝑖𝑓 𝑐𝑎𝑟 𝐹 = 2

 𝐹 − 1, 𝑖𝑓 𝑐𝑎𝑟 𝐹 > 2 
 . 

 

CONCLUSION 

 
In this paper we discussed some theoretical properties of adjacency matrix of the generalized total graphs . This view 

may give another approach to seeing the properties of graphs using an adjacency matrix. 
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The COVID-19 pandemic has triggered profound changes in the way organizations operate, with a 

significant impact on the work environment and employee behavior. This research paper examines the 

effects of the work environment on Organizational Citizenship Behavior (OCB) among IT employees in 

Tamil Nadu, India, during the COVID-19 pandemic. OCB, encompassing discretionary actions that 

contribute positively to the organization, plays a crucial role in organizational success. The study's focus 

is on investigating the altered work environment's influence on IT employees' engagement in OCB. By 

conducting a quantitative analysis, this research delves into the relationship between the work 

environment and various facets of OCB. A cross-sectional survey was administered to IT employees, 

collecting data on work environment and OCB dimensions. The findings of the study shed light on the 

complex interplay between the pandemic-induced work environment changes and OCB engagement. The 

analysis reveals noteworthy insights into how remote work have had an effect on IT employees' 

willingness to engage in OCB. The study also underscores the importance of supportive work 

environments in fostering positive employee behaviors, even in the face of unprecedented challenges. 

This research contributes to the existing literature by empirically highlighting the effects of the altered 

work environment on OCB during the COVID-19 pandemic. The findings underscore the significance of 
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crafting strategies that mitigate the negative impact of the pandemic-induced work environment changes, 

thereby enhancing OCB and promoting organizational resilience. 
 

Keywords: OCB, IT employees, work environment, employee behavior 

 

INTRODUCTION 

 

In the wake of the unprecedented COVID-19 pandemic, organizations across the globe have undergone significant 

transformations in their operations, strategies, and workforce management practices. This pandemic has brought 

about a paradigm shift in the way work is conducted, particularly within the Information Technology (IT) sector, 

where remote work and virtual collaboration have become the new norm. The dynamic nature of the pandemic has 

not only posed challenges to business continuity but has also cast a spotlight on the intricate relationship between the 

work environment and employee behavior. Organizational Citizenship Behavior (OCB), a concept rooted in the 

realm of organizational psychology, has garnered considerable attention due to its profound impact on the efficiency 

and effectiveness of organizations. OCB encompasses discretionary actions that go beyond formal job responsibilities 

and contribute positively to the overall work environment and organizational climate. These behaviors, ranging from 

helping colleagues to engaging in innovative problem-solving, have been linked to enhanced team cohesion, reduced 

turnover rates, and improved organizational performance. Against this backdrop, this research embarks on a journey 

to delve into the intricate interplay between the work environment and OCB among IT employees in Tamil Nadu, 

India, during the tumultuous times of the COVID-19 pandemic. The study aims to scrutinize how the challenging 

work environment imposed by the pandemic has influenced IT employees' engagement in OCB, ultimately 

contributing to a deeper understanding of the dynamics between external stressors and employee behavior. In the 

subsequent sections, this paper will elucidate the theoretical underpinnings of OCB and the work environment, 

review relevant literature, outline the research methodology employed, present and discuss the findings, and 

conclude with implications for both academia and organizational practice. 

 

RESEARCH RATIONALE 
 

The significance of this study lies in its potential to unearth valuable insights into the adverse effects of the altered 

work environment on employee behavior, specifically focusing on OCB during the COVID-19 pandemic. While 

existing literature has extensively explored the relationship between work environment and OCB, the unprecedented 

circumstances brought forth by the pandemic necessitate a fresh examination. By concentrating on the IT sector, 

which has been at the forefront of adopting remote work practices, this study can contribute empirically grounded 

knowledge that may aid organizations in devising strategies to foster OCB even in times of crisis. 

 

RESEARCH OBJECTIVES 

 
The objectives of this research include: 

1. Investigating the impact of work environment on OCB during COVID -19 Pandemic period. 

2. To Identifying influence of work environment on different facets of OCB. 

REVIEW OF LITERATURE 

 
Smith, J., & Johnson, A. (2018) explored the relationship between the work environment and organizational 

citizenship behavior (OCB). The authors found that a positive work environment characterized by supportive 

management, clear communication, and opportunities for employee development significantly correlated with 
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higher engagement in OCB. The findings emphasized the importance of cultivating a conducive work environment 

to promote desirable employee behaviors. Brown, L., & Williams, R. (2019) revealed that while remote work 

increased flexibility, it also led to reduced spontaneous interactions among employees, potentially impacting OCB 

engagement. The findings underscore the need for organizations to address these challenges to maintain a positive 

work environment and foster OCB. Chen, Q., & Wang, Y. (2020) investigated the mediating role of job satisfaction in 

the relationship between the work environment and OCB. The authors found that a positive work environment 

positively influenced job satisfaction, which in turn enhanced engagement in OCB. These findings highlight the 

importance of considering job satisfaction as a mechanism through which the work environment impacts employee 

behavior. Gupta, R., & Sharma, S. (2017) found that a supportive work environment played a crucial role in 

encouraging employees to engage in OCB even in challenging circumstances. The study provides insights into the 

relevance of work environment factors during times of uncertainty. Lee, S., & Park, E. (2016) found that open and 

transparent communication channels facilitated the exchange of help and support, leading to higher engagement in 

OCB. The findings emphasize the significance of effective communication as a key determinant of employee 

behavior. Malhotra, D., & Kapoor, M. (2019) examined the relationship between job insecurity and OCB within the 

IT industry. The research revealed that increased job insecurity was associated with decreased engagement in OCB 

over time. The findings suggest that addressing job insecurity and providing stability in the work environment could 

positively impact employee behavior. Patel, V., & Shah, R. (2020) investigated the role of civic virtue in promoting 

OCB within the work environment. Civic virtue, characterized by active participation in organizational activities, 

was found to significantly contribute to engagement in OCB. The findings underscore the importance of fostering a 

sense of belonging and participation in the workplace to encourage positive behaviors. Ramanathan, S., & Kumar, R. 

(2017) explored the relationship between work-life balance and OCB among IT professionals. The research indicated 

that employees who perceived a healthy work-life balance were more likely to engage in OCB. The findings suggest 

that maintaining a balanced work environment that respects personal time contributes to positive employee 

behaviors. Yang, H., & Wu, Y. (2019) emphasized the significance of cultivating a fair and just work environment to 

promote positive behaviors. 

 

RESEARCH METHODOLOGY 
 

The primary objective of this study was to investigate the detrimental effects of the work environment on 

Organizational Citizenship Behavior (OCB) among IT employees in Tamil Nadu during the COVID-19 pandemic. 

Descriptive research design was adopted for this study, which includes surveys and fact finding enquires with 

adequate interpretation. Primary data was collected using convenience sampling method with the help of google 

form questionnaire.  A total of 390 respondents were surveyed in Tamil Nadu. The Chi-square test, One-way 

ANOVA test and correlation analysis were applied to identify the objective of the study. 

 

DATA ANALYSIS 
 

To examine the altered work environment's influence on OCB engagement, this research aimed to contribute insights 

into the complex interplay between external stressors and employee behavior within the unique context of a global 

crisis. 

 

Altered Work Environment and OCB Engagement 

The analysis of the data collected through a cross-sectional survey revealed noteworthy insights into the relationship 

between the work environment and OCB among IT employees. The COVID-19 pandemic has led to significant 

changes in the traditional work landscape, with remote work becoming a prominent practice. While remote work 

offers flexibility, it also presents challenges related to isolation, communication barriers, and blurred work-life 

boundaries. These challenges were found to influence employees' willingness to engage in OCB. The dimensions of 

OCB, including altruism, conscientiousness, sportsmanship, courtesy, and civic virtue, were examined in relation to 

specific aspects of the altered work environment. Altruism, involving voluntary assistance to colleagues, exhibited a 
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decline, possibly due to the reduced opportunities for spontaneous interactions in a remote work setting. Similarly, 

the conscientiousness dimension, characterized by going beyond job requirements, showed variations, suggesting 

that the lack of face-to-face supervision might impact this behavior. From the above table the p value less than 0.001 

indicates that there is a significant difference among the level of work environment of IT employees. The level of 

work environment of employees is not equally distributed. Based on the percentage, majority of employees belongs 

to moderate level (46%). 

 

Different alphabet among different level of work environment denotes significant at 1% level using Duncan 

Multiple Range Test (DMRT) 

The ANOVA analysis aimed to explore significant differences in Organizational Citizenship Behavior (OCB) 

dimensions based on different levels of the work environment among IT employees in Tamil Nadu during the 

COVID-19 pandemic. From the above table, the mean value 4.27 indicates that the respondents who highly favor 

work from home are high influence on altruism factor compared to those in a low and moderate work environment. 

This indicates that employees in a supportive work environment were more likely to engage in altruistic behaviors, 

providing voluntary assistance to colleagues. Based on Duncan Multiple Range Test (DMRT), there is a significant 

difference among low, medium and high level work environment at 1 percent level. The respondents in a high work 

environment displayed a higher mean score (M = 4.57) compared to those in a low work environment for 

conscientiousness factor. The p value indicates that there is a significant difference among level of work environment 

and conscientiousness factor. The mean value 3.83 indicates that the respondents in low work environment are high 

influence on sportsmanship factor of OCB compared to moderate and high work environment. KuldeepKaur 

(2021)highlighted the importance of participation and job involvement are required by the individuals to acquire the 

Organizational Citizen behavior. Similarly, for the OCB dimension of ‚courtesy‛ and ‚civic virtue‛, the respondents 

in a high work environment displayed a higher mean value compared to those in a low work environment. Based on 

Duncan Multiple Range Test (DMRT), there is a significant difference among level of work environment and courtesy 

and civic virtue factor. These findings suggest that the work environment significantly influences employees' 

engagement in the dimensions of OCB. In the context of the COVID-19 pandemic, the supportive or challenging 

work environment seems to play a role in shaping employee behavior.  

 

Correlation analysis was used to examine the relative effects of work environment and Organizational Citizenship 

Behaviour factors. The result of correlation analysis is presented in the above table. 3. It is observed from the table.3 

that work environment is positively correlated with altruism, conscientiousness, courtesy, and civic virtue factors, 

which indicates that supportive work environment in facilitating positive employee behaviors. 

MohamedMousa, Hiba K. Massoud, Rami M. Ayoubi (2020) found that workplace happiness positively affects 

employees’ organizational citizenship behavior. However, the work environment is negatively correlated with the 

sportsmanship factor, because the reduced frequency of face-to-face interactions and the shift to virtual 

communication seemed to influence employees' willingness to provide voluntary assistance to colleagues leading to 

negative influence on Sportsmanship dimension of OCB. The p value infers that the altered work environment and 

OCB factors is significant at 1 percent level. Yang, H., & Wu, Y. (2019)emphasized the significance of cultivating a fair 

and just work environment to promote positive behaviors. The finding suggest that a supportive work environment 

may positively influence employees' engagement in certain dimensions of OCB, namely altruism, conscientiousness, 

courtesy, and civic virtue factor. While the effect on sportsmanship was not as pronounced, there is still a trend 

indicating the potential impact of the work environment. It's important to consider individual differences, work-

related stressors, and other factors that may contribute to the observed variations in OCB engagement. 

 

FINDINGS 

The research study aimed to investigate the effects of the work environment on Organizational Citizenship Behavior 

(OCB) among IT employees in Tamil Nadu during the COVID-19 pandemic. The analysis of the data collected from a 

cross-sectional survey provided insightful findings that illuminate the complex relationship between the altered 

work environment and employee behavior. The study revealed that the effects of the altered work environment 

during the pandemic extend to the engagement in OCB among IT employees. The reduced frequency of personal 
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interactions and the challenges of remote communication have potentially led to highly favor the four dimensions of 

OCB leaving only one dimension to be moderately favorable of OCB facets (i.e. sportsmanship). However, it is 

essential to recognize that the observed changes might not solely result from the remote work environment; other 

factors, such as absence of physical presence of peer group, job uncertainty and personal stressors induced by the 

pandemic, may also contribute. These findings emphasize the significance of a supportive work environment in 

facilitating positive employee behaviors, even in the face of external disruptions. As organizations continue to 

navigate the pandemic and its aftermath, strategies that address the challenges associated with remote work and 

promote effective communication become crucial to maintaining OCB engagement.  

 

Impact of Remote Work environment on OCB dimensions 

The findings indicated that the altered work environment, characterized by the widespread adoption of remote work 

due to the pandemic, had a notable impact on the dimensions of OCB. Employees experiencing a high level of remote 

work engagement reported significantly higher levels of altruism, Conscientiousness, civic virtue, and courtesy 

compared to those with limited remote work opportunities. The reduced frequency of face-to-face interactions and 

the shift to virtual communication seemed to influence employees' willingness to provide voluntary assistance to 

colleagues leading to moderate influence on Sportsmanship dimension of OCB 

 

SUGGESTIONS 

Based on the findings of this study, several actionable suggestions can be proposed for organizations aiming to create 

positive work environment for the altered work environment on OCB engagement during the COVID-19 pandemic: 

 Foster Virtual Interaction Platforms: Organizations should invest in virtual platforms that facilitate 

spontaneous interactions among remote employees. Regular team meetings, virtual coffee breaks, and online 

collaboration tools can help bridge the communication gap and encourage altruistic behaviors. 

 Recognize and Reward Altruism: Recognizing and rewarding altruistic behaviors can incentivize employees 

to provide voluntary assistance to their colleagues. Employee recognition programs that highlight altruism 

can contribute to a culture of mutual support and engagement. 

 Promote Virtual Team Building: Organizations can design virtual team-building activities and events to foster 

a sense of belonging and civic virtue among remote employees. Online workshops, virtual team challenges, 

and collaborative projects can encourage employees to actively participate in organizational activities thereby 

encouraging the spirit of sportsmanship during WFH. 

 Regular check-ins, mentorship programs, and access to resources for managing stress can contribute to 

maintaining positive employee behavior. 

 

LIMITATIONS AND FUTURE DIRECTIONS 

While this study offers valuable insights, it is important to acknowledge its limitations. The cross-sectional design 

restricts the ability to establish causal relationships between the work environment changes and OCB engagement. 

Future research could adopt longitudinal designs to capture the dynamics over time. Additionally, the study focused 

on the IT sector in Tamil Nadu, limiting the generalizability of the findings to other sectors and regions. 

 

CONCLUSION 
 

In conclusion, this research contributes to the existing literature by empirically highlighting the effects of the altered 

work environment on OCB among IT employees during the COVID-19 pandemic. The study underscores the 

importance of considering external stressors and challenges in understanding employee behavior. This research 

study unveils valuable insights into the positive effects of the altered work environment on Organizational 

Citizenship Behavior (OCB) among IT employees during the COVID-19 pandemic. The findings highlight the 

importance of addressing the challenges posed by remote work and communication barriers to promote positive 

employee behaviors. By implementing the suggested strategies, organizations can foster a supportive work 

environment and enhance OCB engagement, contributing to organizational resilience and success in unprecedented 
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times. As organizations continue to navigate these unprecedented times, creating a supportive work environment 

remains a critical strategy for fostering positive employee behaviors and maintaining organizational resilience. 
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Table 1. Chi-square test for goodness of fit of equality of level of work environment of employees 

Level of Job Description 

 

Frequency 

 

Percent 

 

Chi-square 

value 

P value 

 

Low 109 28 

 

26.723 

 

< 0.001** 

 

Moderate 178 46 

High 103 26 

Total 390 100 

Note: ** denotes significant at 1% level 

 

Table 2. ANOVA for significant difference among level of Work Environment of IT Employees with respect to 

OCB Factors. 

Factors 

ofOCB 

Work 

Environment 
N Mean Std. Dev. f- value Sig. 

ALTRUISM 

 

Low 109 3.92 0.835a 

7.228 

 

0.001** 

 

Moderate 178 4.09 0.576b 

High 103 4.27 0.611c 

CONSCIENTIOUSNESS 

 

Low 109 3.89 0.811a 

35.336 
 

<0.001** 
Moderate 178 4.17 0.525b 

High 103 4.57 0.402c 

SPORTSMANSHIP 

 

Low 109 3.83 0.868a 

7.545 
 

0.001** 
Moderate 178 3.31 1.119bc 

High 103 3.50 1.227c 

COURTESY 

Low 109 4.05 0.911ab 

9.441 

 

<0.001** 

 

Moderate 178 4.22 0.547ab 

High 103 4.45 0.552c 

CIVIC VIRTUE 

 

Low 109 3.21 0.887a 

22.463 

 

<0.001** 

 

Moderate 178 3.63 0.773b 

High 103 3.93 0.694c 

Note:1. ** denotes significant at 1% level 

 

Table 3. Relationship between Work Environment and OCB Factors 

OCB Factors Pearson Correlation of Work Environment 

ALTRUISM 0.236** 

CONSCIENTIOUSNESS 0.436** 

SPORTSMANSHIP -0.155** 

COURTESY 0.321** 

CIVIC VIRTUE 0.411** 

Note: ** denotes significant at 1% level 
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Nandukkal Parpam[NP] is classical herbo mineral formulation of Siddha system of medicine. It is used 

for the treatment of various diseases including renal diseases, urinary disorders, musculo-skeletal 

diseases, etc. As the experimental evidence for its therapeutic indications are scanty, the present study 

was aimed at to evaluate the anti-urolithiatic potential of NP against calcium oxalate induced renal cell 

injury using NRK-52E cell lines.The purpose of the current investigation was to assess the anti-

urolithiatic capability of NP by inhibiting the crystallization of calcium oxalate and also shielding renal 

tubular epithelial cells from oxalate induced cell injury. The inhibition of crystallization was studied 

using the nucleation and aggregation assay. The cytoprotective efficacy against oxalate-induced damage 

was evaluated by means of LDH assay and MTT assay. NP substantially prevented the calcium oxalate 

[CaOx] crystallization in a concentration dependent manner. It was shown to be safe and did not exhibit 

any noticeable cytotoxicity for NRK-52E cells until the maximum dose of 500µg. After exposing NRK-52E 
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cells to oxalate crystals, NP shielded the cells from injury. It inhibited the development and retention of 

crystals and also improves renal cell viability which was observed through reduced LDH leakage. Based 

on the experimental results, NP was found to be a potent anti-urolithiatic formulation that protects the 

renal cells from oxalate-induced injury by inhibiting CaOx crystallization and preventing tubular 

retention of crystals. Further extensive research is required to elucidate the molecular mechanisms 

involved in the anti-urolithiatic action of NP. 
 

Keywords: Nandukkal, Siddha, Kalladaippu, Kidney stones, Urolithiasis 

 

INTRODUCTION 

 

Urolithiasis is the third most prevalent disease of the urinary system that affects about 11% population in India[1‐3], 

affects about 12% of the world's population, with a recurrence rate of 70–81% in men and 47–60% in women [4]. It is 

characterized by the development of calculi anywhere throughout the urinary tract, including the kidneys, ureters, 

bladder, and urethra[5]. Its Symptoms include colicky pain, vomiting, dysuria, haematuria, pyuria and oliguria[6]. 

Complication of urolithiasis can lead to acute or chronic renal failure, pyelonephritis, pyonephritis and pyonephritic 

abscess which might proceed to life threatening situations and even fatal [7]. Urinary calculi form as a result of the 

urine being oversaturated with the substances that cause stones, which causes crystallisation, crystal nucleation, 

crystal aggregation, and crystal growth before adhering to the renal tubules [8].Depending on their chemical 

composition, stones can have different types such as calcium oxalate monohydrate, calcium oxalate dihydrate, basic 

calcium phosphate(brushite), magnesium ammonium phosphate(struvite), uricacid, and cystine stones [9]. More than 

80% of stones are composed of calcium oxalate (CaOx)[10,11]. The CaOx stones occurs in two forms viz. calcium 

oxalate monohydrate (COM) and Calcium oxalate dehydrate (COD). COM is the more stable one and it has high 

affinity for renal tubular cells and it is the more frequent observed form clinically[8,12]. The most common causes of 

stone formation are poor urine flow, urinary tract foreign bodies, microbial infections, oxalates and calcium rich 

diets, vitamin abnormalities like hypovitaminosis A and hypervitaminosis D, and metabolic diseases like 

hyperthyroidism, cystinuria, gout, intestinal dysfunction, etc. Additionally, an imbalance between promoters and 

inhibitors might result in the  production of stones[13]. 

 

For the management of urinary calculi, a variety of surgical techniques are available, including Shock Wave 

Lithotripsy (SWL), Ureteroscopic Lithotripsy (URS), Digital Endoscopy, Percutaneous Nephrolithotomy(PNL), and 

robotic surgery. But most of these methods have a number of downsides as well [14].Although there are a number of 

allopathic treatments available, traditional medicines are gaining importance because of their safety, low risk of 

adverse effects, and comparative superior effectiveness in removing stones and reducing the chance of recurrence 

[15]. Stone formation dates back to the traditional eras. One of the world's indigenous traditional medical systems is 

the siddha system. Its history dates from BC 5000 to BC 2000. A line of 18 Siddhars from the land of Tamil, including 

Agasthiyar and Thirumoolar, created this historic traditional medical method [16].The Siddha medicinal system has a 

formulation called Nandukkal Parpam(NP) and this mostly prescribed for kidney problems, particularly kidney 

stones/calculi. As per Siddha Formulary, NP has been given for various therapeutic purposes including urinary 

obstruction(Neeradaippu),renal calculi(Kalladaippu),prostate obstruction of the urethra(Sadhaiyadaippu), and 

oliguria/anuria (Neerkattu)[17]. In another Siddha literature namely Kalnandu soothiram, it was mentioned that 

Nandukkal has been used to cure a variety of illnesses, including fevers of various kinds, musculoskeletal problems, 

mental disorders, gastrointestinal disorders, ophthalmological disorders, and venereal diseases[18]. NP is usually 

prescribed along with variety of adjuvants viz. water, tender coconut, decoction of A. longifolia L. Nees or A. lanata L. 

juice based on the required therapeutic effects [17]. Although it has a strong traditional literature background and 

widely used among Siddha Physicians, the scientific data reported to establish the anti-urolithiatic activity of this 

drug are scanty. Hence, the present study was aimed to investigate and validate the in vitro anti urolithiatic potential 

of NP against calcium oxalate stones induced renal cell injury using NRK-52E cell lines. The study's findings may 
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also provide insight on the cellular mechanisms by which NP inhibits or reduces the calcium oxalate stones and 

thereby exerts its curative effects. 

 

METHODS AND MATERIALS 
 

Chemicals 

The Siddha drug, NP was purchased from IMPCOPS, Chennai (Batch No.SII-185). Cell culture chemicals like 

Dulbecco’s Modified Eagle’s Medium (DMEM),1X Phosphate - Buffered Saline (PBS), Fetal Bovine Serum (FBS), 

Antibiotic-Antimycotic Solution (100x) and Trypsin-EDTA solution were purchased from Sigma-Aldrich (St. Louis, 

MO, USA).   Fine chemicals like 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT), Dimethyl 

sulphoxide(DMSO), cell culture grade, Nicotinamide Adenine Dinucleotide Hydrogen (NADH) were procured from 

HiMedia Laboratories private limited (Mumbai, India). Sodium oxalate, Sodium pyruvate, Calcium chloride were of 

Sisco Research Laboratories Private Limited [Maharashtra, India] make. All other the chemicals and reagents used 

were of analytical grade. 

 

Nucleation Assay 

In vitro anti-urolithiatic activity of NP was evaluated by nucleation assay following the method described by Mandal 

et al(2017)[19]. 5mM calcium chloride and 7.5mM sodium oxalate solution were prepared in the buffer containing 

50mM Tris and 150mM sodium chloride [pH-6.5]. Stock solutions of NP (test) and Cystone(standard) were made at 

the concentration of 10mg/ml. About 1ml of calcium chloride solution was mixed with different concentration of NP 

ranging from 200-1000µg /ml. In control set instead of test sample, 1ml of distilled water was added. Crystallization 

process was initiated by adding 1ml of sodium oxalate solution into the above mixture. Finally,the absorbance was 

read at 620nm after incubating samples at 37˚C for 30 min. 

Percentage inhibition of nucleation was calculated as follows: 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑖𝑛𝑖𝑏𝑖𝑡𝑖𝑜𝑛 =   
𝐶 − 𝑆

𝐶
 ×  100 

𝑊𝑒𝑟𝑒, 𝐶 =  𝑡𝑢𝑟𝑏𝑖𝑑𝑖𝑡𝑦 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙                   
    𝑆 =  𝑡𝑢𝑟𝑏𝑖𝑑𝑖𝑡𝑦 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒  

 

Aggregation assay 

The inhibitory activity of NP against CaOx crystal aggregation was studied by following the method described by the 

Bawariet al(2018)[20]. Equal volume of 50mM calcium chloride and 50mM sodium oxalate were combined together, 

and then heated to 60˚C in a water bath for 1hour, followed by incubation at 37˚C. Calcium chloride crystals were 

dried and its solution was prepared in a buffer containing 0.05M Tris-HCl and 0.5M NaCl (pH-6.5). 1ml of various 

concentration of NP was mixed with 3ml of CaOx crystal solution and incubated at 37˚C for 30 min. Absorbance of 

the reaction mixture was measured at 620nm in a Microprocessor based Double beam UV-Visible Spectrophotometer 

(IgeneLabserve, India). Percentage of aggregation was calculated as follows: 
% 𝐼𝑛𝑖𝑏𝑖𝑡𝑖𝑜𝑛 =  [1 − 𝑂𝐷 𝑇𝑒𝑠𝑡 /𝑂𝐷 𝐶𝑜𝑛𝑡𝑟𝑜𝑙]  ×  100, 
 

Cell culture  

NRK-52E cells (Normal rat kidney epithelial cells) were procured from NCCS, Pune (India). The cells were 

maintained in the Dulbecco’s Modified Eagle’s Medium supplemented with 10% FBS and Antibiotic-Antimycotic 

Solution (100x)at 37˚C with 5% CO2. 

 

Cytoprotective effect of NP against oxalate‑induced injury 

NRK‐52E cells were first trypsinized and then seeded in a 24-well plate with a seeding density of 1×105 cells per well. 

The plate was then incubated overnight to allow cell attachment. 600 μg/ml of oxalate solution was added to each 

well and the cells were incubated for 24 hours in the presence/absence of 100–500 μg/ml of NP. Cells controls 

[positive and negative control groups] were also maintained in the same way. Cell viability was determined by MTT 
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assay and cytoprotection of NP against oxalate-induced cell injury was monitored in the medium using lactate 

dehydrogenase (LDH) leakage assay. 

 

Cytotoxicity Assay 

The effect of NP on cell viability of NRK-5E cells was assessed by MTT [3-[4,5-dimethylthiazole-2-yl]-2,5-biphenyl 

tetrazolium bromide] assay [21]. To explore the cytotoxicity of NP towards NRK-52E cells, cells were treated with 

various concentration of NP ranging from 100, 200,300,400 and 500 µg/ml and the same were prepared by serial 

dilution. The cells were then incubated for 24 hours at 37˚C with 5% CO2. After incubation, the growth medium was 

removed from each well. 0.5 mg/mL of MTT solution was added to each well and incubated again for 4 h at 37˚C. 

DMSO was used to solubilize the dye and the absorbance measurement was made at 570 nm using ERBA plate 

reader.  

 

LDH leakage assay 

Cytoprotective property of NP against oxalate‐induced injury was assessed by evaluating LDH leakage[22]. After the 

drug treatment period, the growth medium was used for LDH leakage assay. About 1.5ml of culture media was 

transferred to micro centrifuge tube and centrifuged at 16,000 g for 20min. Then 20µl of supernatant was mixed with 

the 200 µl of reagent containing 2.5mM sodium pyruvate and 0.2mM NADH. Decrease in absorbance at 340nm was 

measured using microplate reader for 3min. The LDH activity (U/L) was determined by calculating the change in 

absorbance per min. 

 

Statistical analysis 

All the values were expressed as mean ± SD. Data analysis was done by one-way analysis of variance (ANOVA) 

followed by Duncan's multiple range test (DMRT). P<0.05 was set as statistical significance.‛ 

 

RESULTS 
 

Nucleation Assay 

The effect of NP on the nucleation of calcium oxalate crystals was shown in Figure 1. In comparison to the control, 

the percentage of inhibition demonstrated by NP at 100µg/ml was 6.06%, and at 200, 300, 400, and 500µg/ml, the 

inhibition was nearly consistent within the range of 11.68% - 34.84%. The IC 50 value of NP w.r.t inhibition of CaOx 

crystal nucleation was found to be 717.56 µg/ml whereas for the standard drug cystone, it was 577.36 µg/ml. 

 

Aggregation assay 

Figure 2 shows the effect of NP on aggregation of CaOx crystals From the figure, it was evident that a substantial 

decrease in CaOx crystal aggregation was seen at 500µg/ml of NP and the percentage decrease in aggregation was 

found to to be 37.06 %. But for 500µg/ml of cystone, it was 58.04 %.This shows that the study drug was able to 

decrease the growth and aggregation of CaOxcrystals. The IC 50 value of NP w.r.t crystal aggregation was 674.58 

µg/ml and for cystone it was 430.73 µg/ml. The reduction in number and size of the aggregates of CaOx crystals were 

apparently visible in the microscopic images relative to the control as shown in figure 2. 

 

Cytotoxicity assay/MTT assay 

The effect of various concentrations of NP in NRK-52E cell lines was assessed using MTT assay and the results were 

presented in Table.1. The IC50 value of NP was found to be 906.16µg/ml. Even at highest concentration NP did not 

show any notable toxicity and thus found to be safe.  

 

Cytoprotective effect of NP against oxalate induced Injury 

NP significantly prevented oxalate-induced damage in NRK-52E cells when examined using the MTT test. Figure 4 

illustrates how the oxalate significantly damaged renal tubular epithelial cells, reducing their viability to 42%. NP 

considerably raised the percentage of viable renal epithelial cells and prevented damage in a concentration-
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dependent manner. As the concentration of NP increased, the percentage of viable cells also increased. At the 

maximum tested concentration of 500 µg/ml, NP has significantly increased the cell viability to 71% even in the 

presence of oxalate [P<0.0001]. At all the tested concentrations of NP, the results were statistically significant when 

compared with the oxalate alone cells group and cell control group. Figure 5 shows the effect of NP on LDH leakage 

due to oxalate induced NRK52E cells damage. It was evident that oxalate only treated cells are highly damaged and 

the LDH level was found to maximum of 60U/L. In the presence of NP, the LDH leakage was much prevented and it 

was found to range from 50U/L to 28U/L in dose dependent fashion. This kind of cytoprotectivity is statistically 

significant [P<0.0001] when compared with the cell control and oxalate alone cell group. Increased LDH activity can 

be correlated with increased cell damage. CaOx crystals has caused significant damage to renal cells resulted in a rise 

in LDH activity and reduced cell viability (Figure 6). 

 

DISCUSSION 
 

Urolithiasis is one of the most prevalent renal diseases. Though many stone removal procedures are available 

currently, the high rate of recurrence which is about 50% at a follow up period of 5 years emphasizes the importance 

of prevention [7]. Limitations in the success rate of chemical drugs are due to the involvement of multiple 

biochemical pathways in its pathogenesis. Thus there is a need for better treatment modality which has various 

targets such as antioxidant, anti-inflammatory, antispasmodic activities, etc.[23]. COM is the most 

thermodynamically stable and more frequent urinary calculi when compared to other types of stones. Various 

studies have revealed that COM crystals causes renal cell injury via the production of free radicals [24,25]. This injury 

triggers and promotes the crystal nucleation, aggregation and stone development further [26]. Due to increased 

production of reactive oxygen species (ROS), oxidative stress was created leading to decrease in cell viability and 

finally to cell death via either apoptosis or necrosis [8]. This further causes variety of changes in the normal 

architecture of renal tubular epithelial cells. It also alters the membrane integrity and facilitates the adherence and 

retention of COM crystals further. Thus an imbalance between ROS and the antioxidants in renal epithelial cells is a 

critical step in the pathogenesis of urolithiasis[27]. Nandukkal parpam, a herbo-mineral siddha formulation 

commonly prescribed for various diseases including urinary disorders, gastrointestinal disorders, venereal diseases. 

It has many pharmacological activities like antioxidant, anti-inflammatory, anti-urolithiatic activity, etc. In our earlier 

publication, the invitro free radical scavenging activity of nandukkal parpam was elaborated using various invitro 

models [28]. Hence, the present study aimed at to investigate the anti-urolithiatic activity of NP using NRK-52E cells 

to demonstrate its preventive action on COM induced renal cell injury. Nucleation plays a vital role in CaOx 

urolithiatic pathogenesis. It is a thermodynamically driven event which makes the dissolved solute in a 

supersaturated solution to crystallize spontaneously [29]. Nandukkal Parpam has inhibited 34.84% of nucleation of 

CaOx crystals at 500 µg/ml when compared to the standard cystone which inhibits 43.30% at 500 µg.ml 

concentration. The inhibitory activity shows that NP has prevented the fusion of free calcium and oxalate ions by 

complexing with them. Similar observation was demonstrated by various researchers [30].  

 

CaOx polymorphism plays a key role in urolithiasis. Being a thermodynamically stable form, COM tends to 

aggregate into large crystals and adhere strongly to renal epithelial tissues leading to cell injury. NP prevents the 

aggregation of CaOx crystals significantly by 37.06% at 500 µg/ml dose with a IC 50 value of 674.58 µg/ml whereas 

cystone prevents the aggregation by 58.04% at 500 µg/ml(IC 50 : 430.73 µg/ml). Prevention of aggregation plays an 

important role in the treatment of urolithiasis. As the size of the crystals decreases, the tendency to pass out 

spontaneously through urine increases. Hence crystal growth is very much crucial for urolithiasis management. NP 

exhibited significant inhibitory activity towards crystal aggregation and thereby created a scientific evidence for the 

usage of the traditional Siddha medicine. By preventing the aggregation, NP also reduces the crystal retention and 

thereby protects the renal cell from damage. Accumulation of CaOx crystals in renal epithelial cells leads to 

disruption in ROS and antioxidant equilibrium and proceeds to oxidative damage pf involved cells. Mitochondria 

and the enzyme, NADPH Oxidase are the major source of reactive oxygen species in renal cells [31,32]. It also 

activates the renin angiotensin system which in turn activates the NADPH oxidase and enhances oxidative stress 
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further [33] All these chemical reactions disrupt the membrane integrity and leads to cell death.  As the cell integrity 

decreases, LDH leakage increases. This is evident form Figure 4, 5 and 6. In untreated control cells, due to higher 

concentration of oxalates, LDH activity was maximum of about 60U/L. As the concentration of NP increases, the cell 

damage was prevented even in the presence of oxalates and thus observed decrease in LDH activity of about 28% at 

500 µg/ml concentration of NP. This cytoprotective activity is dose dependent and it increases with the concentration 

of NP. It was also evident with the results of MTT assay in which NP presence increases the cell viability (Table 1). 

The IC 50 value of NP was found to be 906.16 µg/ml. As the concentration of NP increases, cell viability also 

increased when compared with the control cells and oxalate alone cell group. This kind of cytoprotective effect may 

be due to the antioxidant property of NP which was already proven in our earlier publication [28]. Thus by 

preventing the nucleation, aggregation and retention of CaOx crystals, NP decreases the formation of urolithiatic 

stones. Even if formed, in small sizes it eliminates by eliciting its antioxidant potential and thus prevents the renal 

tubular epithelial cells from CaOx induced cell injury. 

 

CONCLUSION 

 
From the present study, it was confirmed that Nandukkal Parpam, a herbo-mineral Siddha formulation has 

significant anti-urolithiatic activity against CaOx stones. It prevents the CaOx crystal formation which is a key event 

in urolithiasis. Besides, it also increases the cell viability by preventing the renal cells (NRK-52E) from oxalate 

induced injury through its antioxidant nature. Thus the present study validates the usage of NP for urolithiasis 

through various scientific methods. Further detailed studies are required to elucidate the cellular mechanisms 

involved in the anti-urolithiatic activity of NP. This paves way for the safe, economical, patient friendly and 

traditional way of urolithiasis management. 
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Table 1: Cytotoxicity of NP on NRK-52E cells. 

Concentration in 

µg/ml 

% Cell 

viability 

200 82.89±1.68 

400 75.13±0.57 

600 62.41±0.80 

800 54.02±0.76 

1000 43.57±0.98 

IC50 906.16 µg/ml 

 

 

 

Figure 1: Effect of NP on nucleation of CaOx crystals Figure 2:Effect of NP on Aggregation of CaOx 

crystals 

 
 

Figure 3: Aggregation effect of NP on calcium oxalate 

crystallization. (a) control (untreated), (b-f) were NP 

treated (100µg/ml-500 µg/ml) 

Figure  4: Cytoprotective effect of NP against oxalate 

induced injury in NRK-52E. Data were analyzed by 

one-way ANOVA. Compared with cell control group 

and oxalate group ****P<0.0001. 
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Figure 5: LDH inhibitory effect of NP against oxalate and 

LDC activity in NRK-52E. Data were analyzed by one-

way ANOVA. Compared with cell control group and 

oxalate group; ****P<0.0001. 

Figure 6. Comparison between Cell viability and 

LDH leakage in oxalate induced NRK-52E cells. 
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The study aimed to enhance and describe clinicians’ understanding of the disorders and unravel their 

genetic intricacies achieved from prenatal screening. Two maternal cases were investigated in this study. 

Case 1 involved a 31-year-old pregnant woman, and Case 2 involved another 29-year-old pregnant 

woman of undisclosed gestational age. The prenatal investigation explored two cases presenting Case 1 

where a range of tests such as ultrasound examination, biochemical analysis, quantitative fluorescence-

polymerase chain reaction (QF PCR), and conventional karyotyping, showed complete trisomy 9(T 9), 

while Case 2 exhibited features of trisomy 16(T 16) rescue mosaicism and prenatal screening was 

performed utilizing Conventional karyotyping, Whole Chromosome Painting (WCP), Short Tandem 

Repeat, and Chromosomal Microarray analysis. Trisomy 9 case exhibited multisystem malformations 

with high risk for trisomy 21 in 1:817 and Tetralogy of Fallot which further confirmed complete Trisomy 
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9 by conventional karyotyping. Case 2 had more than three allele traces on chromosome 16. Foetal 

sample submitted for CMA study noted trisomy 16 rescue led to a mosaic of two distinct cell lines and 

this case study was initially studied via conventional karyotyping presenting with uncertainty (46,X?). 

WCP probes indicated negative and the complex interplay between rescue trisomy 16 and UPD 

mechanisms providing valuable insights into dynamic processes influencing chromosomal stability. 

Clinical history highlights significant indicators such as single umbilical artery, echogenic small bowel 

loops, and a decline in growth velocity. Additionally, presence of normal liquor and a noted high-

resistance umbilical artery Doppler flow pattern further contributes intricate diagnostic picture, 

ultimately resulting in termination of pregnancy.  
 

Keywords: Aneuploidy;Complete Trisomy 9; Conventional Karyotyping; Prenatal diagnosis; Trisomy 16 

rescue mosaic syndrome; uniparental-disomy; 

 

INTRODUCTION 

 

The clinical relevance of trisomy in general is defined as a genetic condition that attributes to an extra chromosomal 

copy. In other words, an individual with trisomy cases presents with 47 chromosomes instead of 46. Trisomy 

pregnancies in particular results in live births but majority cases end prematurely with miscarriage [1]. Both T 9 and 

T 16 are relatively rare chromosomal abnormalities. Both these trisomy cases and its prevalence vary however upon 

considering the general trisomy presentation on a global scale the presented case study is less commonly reported in 

clinical literature [2]. Also, the overall prevalence of trisomy cases influenced majorly by factors like maternal age, 

parental genetic factors, genetic carrier status, non-disjunction during the time of cell division and maternal health 

status and other environmental and unknown factors [3]. Clinical evidence revealed that the earliest documented 

report of trisomy 9 mosaicism dates back to 1973, highlighting its historical obscurity in the field of prenatal 

diagnostics [4]. This condition's rarity extends to its global prevalence, with live births resulting from trisomy 9 

conceptions being exceedingly scarce. Only a mere 0.1% of trisomy 9 conceptions lead to live births [5], and likewise 

when considering trisomy 16 is estimated in about 1.5% of pregnancy cases that are clinically recognized. The 

prevalence of trisomy 16 varies among genders and is much more commonly expressed in the males. In mosaic 

trisomy 16, however, a larger proportion of female fetuses exist. However, even among these live-born cases, the 

prognosis remains grim, with survival times ranging from mere minutes to, in the best-case scenario, nine months 

after birth [6]. Live-born foetuses with complete trisomy 9 typically exhibit a mosaic phenotype, adding to the 

complexity of its diagnosis. Notably, trisomy 9 does not exhibit gender bias, affecting both male and female foetuses 

equally. Both trisomy 9 and trisomy 16 are chromosomal abnormalities resulting from meiosis I nondisjunction, but 

they involve different chromosomes (9 and 16, respectively) [1]. Nondisjunction referred to in this scenario is a 

condition in which there is a failure of homologous chromosomes to disjoin correctly during meiosis.  

 

This results in the production of gametes containing extra or missingchromosome count than the normal. 

Consequently, the individual may develop a trisomal or monosomal syndrome. Mosaic trisomy 16 (MT 16)arises as a 

result of a complex phenomenon known as trisomy rescue, the underlying causes of which remain enigmatic. The 

presence of aneuploidy itself contributes to chromosomal instability due to abnormalities in cell cycle progression or 

cell proliferation. In the case of mosaic trisomy 16, this condition evolves through the postzygotic loss of one copy of 

chromosome 16 [7]. The pregnancy cases of MT16 usually starts with complete extra chromosome 16 during the egg 

cell formation, a natural yet unexpected error occurs resulting in the separation of chromosomes that further results 

in the separation of extra chromosome 16 in egg cell [8]. This phenomenon could be termed as uniparental disomy 

(UPD), wherein both members of the chromosomal pair being inherited by one parent whereas the other parent's 

chromosome for that pair is missing. This UPD condition however rarely occurs during spermatogenesis [9]. 

Following the conception phase, there are typically three chromosome 16s—usually two inherited one from the 
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mother and one from the father. In post-conception phase, a remarkable natural mechanism attempts to rectify this 

anomaly, resulting in a partial correction. This corrective process, known as trisomy correction or trisomy 

rescue(Fig.1), strives to restore normal chromosomal balance [10]. This intricate interplay of genetic events sheds 

light on the dynamic and finely tuned processes that govern chromosomal inheritance, offering insight into the 

mechanisms underlying MT16. Notably, maternal uniparental disomy is a distinctive feature observed in 

approximately one-third of mosaic trisomy 16 cases. UPD represents an alternate mechanism contributing to 

disruptions in human gene expression, potentially leading to human diseases. Prenatal screening and diagnostic tests 

can provide more information about the chromosomal health of the fetus, helping parents make informed decisions 

about their pregnancy. Genetic counselling is often recommended for couples with concerns about the risk of 

chromosomal abnormality. Firstly, it is an exceedingly rare pregnancy condition, often unfamiliar among many 

medical practitioners [11]. Secondly, the likelihood for fetal survival in utero was reported to be quite a challenge 

thus rendering the condition elusive [12]. Consequently, considering complete T9 on a broader prenatal screening 

might not be included in the roster of potential diagnoses due to its rarity in trisomy prevalence [13]. Nonetheless, 

the precise identification of foetuses afflicted by T9 remains pivotal owing to the dire prognosis. Both trisomy 

conditions in particular are essential due to their extreme rarity, limited medical awareness, low survival rates, and 

mosaic phenotype.This condition, with its complex clinical manifestations and genetic implications, necessitates a 

profound understanding for timely identification, informed decision-making by expectant parents, and improved 

medical care. Additionally, its historical obscurity emphasizes the need for comprehensive exploration and 

discussion in the medical community. Foetuses afflicted by complete trisomy 9 exhibit a panoply of anomalies that 

could readily be discerned during prenatal ultrasound evaluation. These anomalies primarily affect cardiovascular, 

musculoskeletal, craniofacial, and even genitourinary systems. However, certain findings may be subtle, eluding 

from routine ultrasound investigations [14]. From our understanding so far from literature investigations clearly 

represent that the clinical characteristics of the diverse systems affected by T9 and T16 syndrome holds paramount 

significance despite the lack in diverse clinical case studies. This paper strives to shed some limelight and providing 

insights from the achieved prenatal outcomes from both these case studies. 

 

METHODS 
 

Case Description 

Prenatal screening and diagnosis are pivotal components of maternal and foetal healthcare, aiming to ensure the 

well-being of both the expectant mother and the developing foetus. Among the spectrum of chromosomal anomalies, 

trisomy 47, + 9, otherwise termed trisomy 9 syndrome holds significant concern due to its potential to profoundly 

influence the outcome of a pregnancy. Case 2 is a 29-year-old female with remarkable pregnancy findings during 

ultrasonography was identified; the test results further revealed a single umbilical artery, echogenic small bowel 

loops, and non-homogeneous placenta. The chromosomal status determined from the amniotic fluid cells at 24 weeks 

and 6 days of gestation and prenatal samples were analysed using a chromosomal microarray(CMA).CMA analysis 

revealed that all chromosomes, including sex, are normal, confirming a diploid pattern (Normal copy set = 2 sets) 

except for chromosome 16, which has several allele tracks (more than 3). 

 

Patient clinical history 

Maternal Age:31 Years (case 1); 29 Years (case 2)  

Gestational Age: At the time of assessment, the patient was precisely at 12.3 weeks into her pregnancy, marking the 

beginning of the second trimester. For case 2, amniocentesis was conducted at 17.4 weeks of gestation, calculated 

based on the last menstrual period (LMP). 

 

Cytogenetic Analysis Method: 

All the Amniotic fluid samples inoculated into the Amniomax culture medium were incubated at 37 °C with 5 % CO2 

and cultured for 10 to 15 days to karyotyping and were subjected as per standard protocol. Amniotic fluid sample 

culture medium inoculated Cells were monitored daily (24 hours) for their growth conditions. During the harvest, 
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Colcemid was used to stop the cell division. Fixative therapy was administered after hypotonic treatment. The 

chromosomes were prepared by the conventional method, and subjected to GTG banding for both cases. In this 

study, ultrasonographic evaluation were done. Along with the ultrasonographic findings, the assessment of 

biomarkers plays a vital role. Conventional karyotyping investigation was performed for both the case studies. 

 

RESULTS & DISCUSSION 
 

Overall Impression observed from clinical history: Based on the patient's clinical history, they have been diagnosed 

with both Tetralogy of Fallot and amenorrhea for the past 7 months and Intermediate risk trisomy 21(1:817). The 

forthcoming subsection provides detailed outcomes achieved from trisomy-9 case.  

 

Ultrasonographic Outcomes of Case 1 

At 20 weeks of gestation, a comprehensive sonographic evaluation was conducted, revealing the following Findings 

For case 1, the fetal Crown-Rump Length (CRL) measuring 51 mm, aligned seamlessly with the expected gestational 

age (Fig. 2). This observation indicated healthy growth and development at this crucial stage of pregnancy. Normal 

nuchal translucency measurement of 2.33 mm was recorded for case 1, falling within the expected range for this stage 

of pregnancy. The assessment of the ductus venosus revealed normalcy, indicating healthy blood flow in the fetal 

circulatory system. A left pleural effusion, as detected in the ultrasound examination, raised concerns about fetal 

well-being. Pleural effusion, the accumulation of fluid in the fetal chest cavity, can have several underlying causes, 

including chromosomal abnormalities. It necessitates further investigation and monitoring. Furthermore, Case 1, 

diagnosed with complete trisomy 9, revealed a potential cardiac manifestation with findings aligning with ‘Tetralogy 

of Fallot’ (TOF) with abnormal cardiac angle or extracardiac defects This congenital heart defect was characterized 

via sonographic findings confirming abnormalities such as ventricular septal defect (VSD), overriding aorta, 

pulmonary stenosis, and right ventricular hypertrophy. For case 2 ultrasonography findings showed features like a 

single umbilical artery, echogenic small bowel loops, and a drop in growth velocity. Additionally, the evaluation of 

amniotic fluid (liquor) and the Doppler flow pattern in the umbilical artery provides further insights into the fetal 

condition, particularly growth and vascular dynamics. In Trisomy 16 cases, the unborn baby can have one of a few 

outcomes.  

 

Biochemical Markers for Case 1 

In conjunction with sonographic findings, the assessment of biochemical markers played a crucial role in the 

evaluation: PAPP-A (Pregnancy-associated plasma protein-A): The PAPP-A level was measured at 2.87 mIU/mL, 

slightly above the median (1.08 MoM). The free β hCG level was recorded at 15.2 ng/mL, with a notably reduced 

value of 0.34 MoM. A decreased free β hCG level can be indicative of an elevated risk for chromosomal 

abnormalities, necessitating further investigation. The findings collectively showcased the intricate processes of 

prenatal screening and diagnosis in the Indian context, where culturally sensitive and informed decision-making is 

paramount. In such cases, the collaboration between medical expertise and personalized care assumes a profound 

significance in maternal and fetal healthcare. In our case, we observed a distinctive triphasic waveform in the ductus 

venosus flow, which displayed no abnormalities. It is noteworthy that a similar case report can be found in Reference 

[15]. However, it's important to acknowledge that the literature does contain descriptions of abnormal reverse ductus 

venosus flow in foetuses with trisomy 9 [16]. In the case presented here, our observations primarily centered around 

cardiovascular, musculoskeletal, genitourinary, and central nervous system malformations. Trisomy 9 has a notably 

strong association with central nervous system abnormalities, with particular emphasis on conditions like Dandy-

Walker malformation. Cardiac malformations have been reported to occur in a substantial percentage of trisomy 9 

cases, ranging from 75-80% [4]. The biochemical findings provided certain key insights on the complexity of trisomy 

9 syndrome and emphasized the importance of thorough prenatal assessments and diagnostic evaluations in cases of 

suspected chromosomal anomalies. 
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Prenatal Genetic Screening for Case 1 

The subsequent GTG banding conventional karyotyping(Fig.2) revealed a chromosomal makeup of 47 +9 employing 

20 cells across two primary cultures. Upon receiving the karyotype results, the couple made the difficult decision to 

terminate the pregnancy. Regrettably, they opted not to pursue a pathological anatomy analysis. This decision 

signifies the emotional and complex choices individuals must make when faced with such challenging prenatal 

diagnoses. Fig.3 the QF PCR analysis for chromosome-specific markers indicates a normal complement of 13, 18,21 

and sex chromosomes. 

 

Prenatal genetic screening for case 2 

Case 2, karyotyping(Fig.4) was performed, and the chromosome analysis revealed a seemingly normal chromosome 

complement. Further investigation or additional testing may be warranted to elucidate the nature of this uncertainty 

and provide a more detailed characterization of the chromosomal composition. From the chromosomal analysis via 

karyotyping, Fig 4. presented with conventional karyotype with GTG banding. In a total of 20 cells originating from 

two primary cultures, the karyotype exhibited of cultured amniocytes revealed a normal chromosome complement. 

46,X? [30]. Short Tandem Repeat (STR) profile of the fetus (Fig 4.) showed findings that specifically highlighted that 

the chromosome 16 markers. The presence of three allele peaks indicates a notable aberration in the chromosomal 

composition. The trisomic condition is visually represented by the three distinct peaks, indicating the presence of an 

additional copy of chromosome 16 in certain cells. This is characteristic of mosaic trisomy 16. The Chromosomal 

Microarray (CMA) Allele tracks are depicted in Fig.4. Revealed a more detailed view of chromosome 16. The 

presence of multiple tracks on chromosome 16 signifies genetic complexity, with more than the expected two tracks.  

 

This aligns with the mosaic trisomy 16 condition, indicating the coexistence of cell lines with different chromosomal 

compositions. The tracks provide a visual representation of the mosaic nature of the trisomy, showcasing the 

variability in chromosomal content within the analysed sample. Which according to the literature is said to be 

trisomy16 rescue resulting in a mosaic of two different cell lines in the fetal sample submitted for CMA analysis. This 

pattern seen in this fetus is very unusual and rare and as per medical literature, only one report has been published 

on trisomy 18 rescue. Based on the available literature this was classified as Likely Pathogenic. Trisomy 16 rescue 

occurs due to very low-level mosaicism of two different diploid cell lines contributing to the multiple allele tracks. 

However, Fig.4 Whole Chromosome Painting (WCP) probes labelled with FITC, Rhodamine, and Aqua were 

utilized. These probes facilitates in depth assessment of chromosomes from interphase or metaphase cells, thereby 

enabling in identification of numerical as well as structural chromosomal aberrations with greater specificity and 

sensitivity. The analysis revealed that the WCP probes were negative for any abnormality as detected by probes for 

chromosome 16 (Fig 4.). This suggests that based on the tested probes, there were no apparent abnormalities or 

chromosomal aberrations involving chromosome 16 in the analysed sample. 

 

CONCLUSION 
 

In this study, we presented two compelling cases involving prenatal screening and diagnosis, focusing on trisomy 9 

syndrome (Case 1) and mosaic trisomy 16 rescue (Case 2). These cases underscore the complexities and challenges in 

prenatal care, emphasizing the importance of integrating various diagnostic tools for a comprehensive evaluation. 

The thorough analysis of Case 1 revealed a chromosomal anomaly identified as trisomy 9 syndrome. The clinical 

assessment, ultrasonographic findings, and biochemical markers collectively contributed to a high-risk profile for 

trisomy 47,+9. Specific sonographic markers, such as the presence of pleural effusion, raised concerns about potential 

chromosomal abnormalities. Furthermore, the karyotype investigation confirmed the presence of an extra 

chromosome 9 in the fetal cells (47,+9). The decision to terminate the pregnancy was made following amniocentesis 

results, highlighting the emotional and complex choices individuals face in such challenging situations. Case 2 

presented unique challenges in the karyotyping analysis. Initially indicating a seemingly normal chromosome 

complement, closer examination revealed uncertainty concerning the sex chromosomes (46, X? [30]). This uncertainty 

underscores the intricacies involved in chromosomal analysis and the need for further investigation to clarify the 
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nature of the chromosomal composition. In contrast, Whole Chromosome Painting (WCP) probes were negative for 

abnormalities involving chromosome 16, highlighting the importance of employing multiple diagnostic approaches. 

Case 2 further demonstrated the clear impact of chromosomally defective pregnancies on the decision of the parents 

to terminate the pregnancy. Both these case studies underscored the significance of early detection, thorough 

prenatal assessments, and genetic counseling in cases of suspected chromosomal abnormalities.  
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Fig 1. Trisomy Rescue Mechanism. The Above 

Illustration Indicates the Loss in one Homologue from 

the Trisomy Conceptus Attributing to Upd Among 

1/3rd of The Cases. The Example Presented in this 

Case for Trisomy 16 Conceptus. 

Fig. 2: Ultrasonographic Assessment (Right) and 

Karyotype of Fetus (Left) for Case Study on Complete 

T9 Viewed at 20th Gestational Week: Findings Present 

Agenesis of Cerebellar Vermis, Cranial Deformity, 

Nuchal Fold Change, Cardiomegaly, Multicystic Right 

and Left Kidney with Pyelectasis, Nuchal Fold Change 

and Severe Oligohydramnios. Conventional 

Karyotyping Revealed 47,X?,+9 (Right). Chromosome 

Analysis of Cultured Amniocytes Indicating The 

Presence of an Additional Copy of Chromosome 9, 

Suggestive of Trisomy 9 

 

 
Fig. 3: Electrophoretogram : Case 1 Showed 

Electrophoretogram Analysis for Chromosome-

Specific Markers Indicates a Normal Complement of 

13, 18,21 and Sex Chromosomes. 

Fig. 4 Prenatal Screening of Trisomy 16 Mosaic Rescue 

Case. Upper Right Presents 46,X?  Chromosome 

Analysis of Cultured Amniocytes Revealed Normal 

Chromosome Complement; Upper Left Reported Str- 

Profile of the Fetus Showing Three Allele Peaks for 

Chromosome 16 Markers; Lower Left Image Presented 

Cma- Allele Tracks Showing Multiple Tracks on 

Chromosome 16 & Lower Right Showed Wcp Analysis 

on Case 2. Negative For Any Abnormality as Detected 

by Wcp Probes for Chromosome 16. 
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PCOS is not only a physical condition, but it also has significant psychological implications. Women with 

PCOS are more likely to experience anxiety, depression, and poor quality of life compared to women 

without the disorder. This report investigates the relationship between various factors and Poly-cystic 

Ovary Syndrome (PCOS) based on a survey conducted among patients diagnosed with PCOS and a 

control group. The factors examined include age, education level, occupation, marital status and PCOS 

duration. The results indicate potential correlations and provide valuable insights for understanding the 

impact of these factors on PCOS. The findings reveal that PCOS is more prevalent in younger age groups, 

particularly among women aged 23-33, aligning with previous research on the diagnosis of PCOS in 

women of reproductive age. Education level shows a possible association with PCOS, as a higher 

proportion of patients have completed college or hold a university degree compared to the control group. 

Occupation-wise, a significant portion of individuals with PCOS are engaged in full-time employment, 

while unemployment seems to have a lesser impact on PCOS occurrence. Marital status shows a higher 

prevalence of PCOS among married individuals, indicating potential hormonal and stress-related factors 

associated with reproductive health. The duration of PCOS varies, with a majority of patients living with 

the condition for 1 to 5 years.  The findings suggest that education level, occupation, marital status, and 

personal connections may influence the occurrence and understanding of PCOS. Future research should 
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aim to further exploring these correlations and develop targeted interventions to address the unique 

needs of different age groups affected by PCOS. 
 

Keywords: Poly-cystic Ovary Syndrome, Psychological implications, Life Quality, Women's health 

 

INTRODUCTION 

 

A complicated endocrine condition called poly-cystic ovary syndrome (PCOS) affects women across the world that 

are of reproductive age. A variety of clinical, hormonal, and metabolic characteristics, such as irregular menstrual 

periods, hyperandrogenism, insulin resistance, and ovarian dysfunction resulting in ovarian cyst development, 

define it. PCOS affects between 5% and 20% of women globally, however the precise prevalence is uncertain because 

it depends on the diagnostic criteria and population being investigated [1].  PCOS is not only a physical condition, 

but it also has significant psychological implications. In contrast to women without the condition, women with PCOS 

are more prone to experiencing depression, anxiety, and a poor quality of life. The psychological impact of PCOS can 

be severe, affecting relationships, social functioning, and overall well-being. According to studies, women 

experiencing PCOS are more likely to experience feelings of sadness or anxiety than women lacking the condition. 

They are additionally inclined to report having low self-esteem, body dissatisfaction, and lower sexual satisfaction 

[2]. The psychological impact of PCOS may be attributed to several factors. First off, PCOS's physical symptoms, such 

as obesity gain, sexual orientation, and acne, can make people feel self-conscious and low on self-worth. Second, 

PCOS-related hormonal abnormalities can have an impact on mood and emotional control. For example, high levels 

of androgen may lead to irritability and aggression, while low levels of estrogen can lead to feelings of depression 

and anxiety [3]. The impact of PCOS on fertility and reproductive function can be a significant source of stress for 

women with the disorder. Many women who suffer from PCOS battle with infertility and may need medical help to 

get pregnant. This can lead to feelings of isolation, anxiety, and depression. The purpose of the current study is to 

assess how PCOS affects women's quality of life in terms of their health and to shed light on the factors that influence 

this impact. The analysis was done by HRQoL. The HRQoL questionnaire is a useful tool for evaluating the impact of 

PCOS on the quality of life of affected individuals. The questionnaire takes into account various aspects of daily life 

that may be affected by PCOS, such as the ability to perform daily activities, social interactions, and emotional well-

being. The researchers seek to obtain a thorough knowledge of PCOS by looking at how it affects these many facets 

of life. They also believe that doing so will help them design therapies that will enhance the health of those who are 

affected. 

 

METHOD 

 
Subjects 

Researchers frequently carry out investigations to better understand the causes behind PCOS. One such study, which 

seeks to ascertain how PCOS affects impacted people's health-related quality of life (HRQOL), was carried out in 

Vadodara, India. The study recruited a total of 140 participants, including 110 PCOS subjects and 30 healthy 

individuals as a control group. The participants were selected from a broad range of age groups, between 14 to 40 

years. In order to be included in the study, the participants must meet the Rotterdam criteria for PCOS, which require 

the presence of at least two of the following signs: medical and/or biochemical traits of poly-cystic ovaries, excess 

androgen, and ovulatory dysfunction. The participants were then asked to complete a questionnaire on their HRQoL. 

The data was collected over a period of three to five months, from July 2021 to November 2021, in collaboration with 

the Government Primary and Tertiary Health Care facility located in Vadodara city. The participants' emotional, 

mental, physical, and interpersonal wellness will be evaluated by way of a questionnaire on their HRQoL.  

 

 

Janvika Varma et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75711 

 

   

 

 

Questionnaire 

The researchers plan to collect data using the self-report consuming and exercise examination (EEE) / health related 

quality of life questionnaire (HRQoL) (Çelik & Köse, 2021a). The EEE questionnaire is a well-established tool for 

assessing the impact of consuming and exercise patterns on various aspects of psychological, physical, and 

behavioural function over time. The HRQoL questionnaire will be incorporated within the EEE and was used to 

evaluate the impact of PCOS on the health-related quality of life of participants. The HRQoL questionnaire comprises 

27 questions that assess 6 different factors. These factors include year of birth (3 questions), geographic origin (4 

questions), marital status (5 questions), occupation (6 questions), education (6 questions) and duration of PCOS 

symptoms (3 questions).These questions are used to evaluate the physical, psychological, and social well-being of the 

participants. The data collected from the HRQoL questionnaire was analyzed and plotted generated through 

software to identify trends and patterns in the responses. The researchers used this data to identify potential areas of 

concern and develop targeted interventions to address these issues. The findings of this study contributed 

significantly to our understanding of how PCOS affects the quality of life of those who are affected and indirectly 

influenced the creation of strategies that would help these people achieve better health outcomes. The questions are 

listed here were used in the form for the present study (Table 1). 

 

RESULTS AND DISCUSSION 
 

Correlation of age with PCOS 

Women of age to conceive are susceptible to the complicated hormonal condition known as polycystic ovarian 

syndrome (PCOS). While age itself is not a direct cause of PCOS, there may be a correlation between age and the 

manifestation and severity of PCOS symptoms. The participants of the current study are divided into three age 

groups based on their birth of year: 33 to 43; 23 to 33 and below 23 (Figure 1). In the patient group, the largest 

number of individuals fell into the 23-33 age range, with 52 participants, followed by the 33-43 age range, with 23 

participants. The lowest number of patients was in the below 23 age range, with 25 participants. Conversely, in the 

control group, the distribution differed, with the maximum number of individuals falling into the 23-33 age range (35 

%), followed by the below 23 age range (35 %). The smallest number of individuals in the control group was in the 

33-43 age range, with 30 %. The distribution of age ranges suggests that PCOS is more prevalent in the younger age 

groups, particularly among those aged 23-33. This finding aligns with existing research indicating that PCOS is 

commonly diagnosed in women of reproductive age. The higher number of patients in the 23-33 age range may be 

attributed to the age at which PCOS symptoms typically manifest, leading individuals to seek medical attention and 

receive a diagnosis. In contrast, the control group exhibits a more even distribution across the age ranges, with no 

clear dominance in any category. This result suggests that PCOS may have a more significant impact on younger 

individuals compared to the general population. These results highlight the significance of early PCOS discovery, 

awareness, and management in women of reproductive age.  

 

To fully understand how aging affects PCOS and to provide focused therapies that cater to the particular needs of the 

many age groups afflicted by this disorder, more study is required. PCOS can be diagnosed at any age after puberty. 

However, it is often diagnosed during a woman's reproductive years, typically between the ages of 15 to 30. Similar 

results observed in current study as shown in Figure 1. The diagnostic criteria for PCOS include clinical and/or 

laboratory evidence of menstrual irregularities, elevated androgen levels, and poly-cystic ovaries on ultrasound. An 

overview of poly-cystic ovarian syndrome (PCOS) in older women is given in the other paper is goes through PCOS 

symptoms, diagnostic standards, and long-term health hazards related to the illness. The report also summarizes the 

information that is currently known on PCOS's effects on patients' long-term health risks when they have reached 

reproductive age [4]. Although women with PCOS are more likely to have cardio-metabolic risk factors, the research 

contends that there is presently insufficient proof to conclude that older women with PCOS have higher rates of 

cardiovascular morbidity and death [5]. Uncertainty surrounds the average age of menopause in PCOS patients, 

however the anti-mullerian hormone (AMH) level may be a useful indicator of age-related ovulatory performance in 

PCOS patients with an-ovulatory cycles. The paper suggests that extensive prospective cohort studies should be 
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performed to explain morbidity and mortality in aging women having PCOS [4]. Teenage girls and young women 

with PCOS have hormonal abnormalities during their reproductive years, which can result in irregular periods, acne, 

weight gain, and excessive hair growth. Additionally, it increases the chance of developing type 2 diabetes, high 

blood pressure, and heart disease, as well as issues with fertility. PCOS is a frequent health issue that affects up to 

22% of women overall and 5%–10% of various ethnic groupings. One in 15 women throughout the world is affected 

by this diverse endocrine condition [6]. 

 

Impact of geographic origin  

The impact of geographic origin, such as urban, rural, inter-state, or tribal, on the prevalence of PCOS is not well-

established and can vary among different populations. A combination of hormonal, environmental, and genetic 

variables affects PCOS. While several research have investigated the relationship between PCOS and geographical 

characteristics, it is crucial to interpret the results with caution and take into account the limits of the data at hand. 

Based on the self-answered questionnaire, we have determined the prevalence rate of PCOS in our study. 

Additionally, it is observed that the incidence rate in urban areas is higher than in rural areas. According to the poll, 

just 20–25% of individuals in rural areas were aware of PCOS, while 70–80% of girls in urban areas were. The 

geographic origin of individuals participated in current study is presented in Figure 2. One noteworthy finding from 

our research is that the frequency is lower in rural populations than in urban ones. Nonetheless, the fact that there are 

relatively fewer PCOS cases in rural areas may be the result of low or nonexistent exposure to pollution, junk food, 

and other endocrine disruptors, as well as lack of awareness. Additionally, girls in rural areas are less likely to rely 

on labour-saving appliances or automobiles for transportation, which helps them, maintain a healthy body mass 

index [7].Limited data is available regarding the prevalence of PCOS in tribal communities. The lack of reports or 

studies may be due to several factors, including limited access to healthcare services, lower awareness of PCOS, 

cultural differences. Sometimes, such communities do not have a single reported/registered PCOS case as specific 

genetic and environmental factors are unique to these communities. Future studies are required to understand the 

prevalence and influence of PCOS within tribal populations. It is crucial to note that individual observations or 

subjective experiences may not accurately reflect the overall frequency of PCOS in specific geographic groups.  

 

PCOS is a multifaceted condition, and multiple factors contribute to its development and prevalence. Large-scale, 

well-designed studies that account for various demographic, genetic, environmental, and lifestyle factors are 

necessary to establish a more thorough knowledge of the connection between geographic origin and PCOS.  

According to residency and race/ethnicity, the study estimates the prevalence of poly-cystic ovarian syndrome 

(PCOS) using data from other international studies. The prevalence of PCOS in the United States, the United 

Kingdom, Spain, Greece, Australia, and Mexico has been determined using the NIH's diagnostic criteria[8] (Wolf et 

al., 2018). To assess whether there is a substantial variation in the prevalence of PCOS among regions, racial or ethnic 

groups, the available data is unconvincing. This paper highlights the challenges in diagnosing PCOS, including the 

lack of universally used guidelines and evaluation methods with varying sensitivity [8] (Wolf et al., 2018). THz is 

article discusses about how poly-cystic ovarian syndrome (PCOS) manifests differently depending on ethnicity and 

race. Women of all races and ethnic origins can develop PCOS, a common endocrine condition. According to the 

report, two gene loci that were first discovered in Han Chinese women and then confirmed in women with European 

heritage. It is possible that PCOS is an old evolutionary feature, according to this [9]. The paper also highlights that 

PCOS phenotypic expression varies among different ethnic and racial groups. Women from North and South 

America, Europe, Asia, and the Middle East have been found to have different PCOS phenotype [10] [11]. For 

instance, although Hispanic women are more susceptible to metabolic syndrome (MetS) and type 2 diabetes mellitus 

(T2DM), women of African origin with PCOS are more likely to have risk factors for hypertension and cardiovascular 

disease (CVD) [12]. The author does point out that in younger populations; there could not be much variation in 

these reproductive or metabolic characteristics. Additionally, they explain how significantly ethnic variances in 

PCOS are determined by a person's genetic origin. Numerous potential areas have been found by genome-wide 

association studies, although it is still unclear how much these regions contribute to PCOS. This indicates that more 

study is necessary to determine the genetic and environmental variables that influence the occurrence and 

manifestation of PCOS in various racial and ethnic groups [13]. 
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Correlation of education level with PCOS cases 

This report investigates the relationship between education level and the prevalence of PCOS. A sample of 

individuals, comprising both patients diagnosed with PCOS and a control group, was surveyed. The participants 

were classified into five education categories: Complete College, University Degree, Some College, Completed High 

School, and Primary School or less (results shown in table 2). The results were analyzed to determine the distribution 

of education levels among the surveyed individuals. The findings shed light on the potential impact of education on 

PCOS and provide valuable insights for future research and healthcare interventions. The results indicate that the 

distribution of education levels varies between the PCOS patients and the control group. Among the patients, the 

majority (45 %) completed college, while 18 % had a university degree. In comparison, the control group had 40% of 

individuals who completed college and only 10% with a university degree. The higher proportion of individuals with 

higher education levels among PCOS patients suggests a possible association between education and PCOS. It is 

noteworthy that the distribution of education levels in the control group was relatively similar across all categories, 

indicating a more evenly distributed educational background. In contrast, the PCOS patients showed a higher 

percentage of individuals with higher education levels. This observation could be due to a range of factors, including 

awareness and access to health-seeking behaviours or the influence of socioeconomic factors. It's crucial to take into 

account the limitations of this study though, the population as a whole might not be adequately represented by the 

sample size, and the results may be influenced by selection bias or other confounding variables not accounted for in 

this analysis. Additionally, the data presented here only provides a snapshot of the relationship between education 

and PCOS and does not establish causation or the direction of the relationship.  

 

According to the study, women who had poor socioeconomic status (SES) as children are more likely to acquire 

PCOS. Even after accounting for age, BMI, waist circumference, and usage of oral contraceptives, the correlation 

between low SES and PCOS remained statistically significant. Additionally, the author discovered that PCOS was 

more common in women who had high personal education but poor parental education [14]. Only those who were 

obese, though, were statistically significant for the connection. According to the study, PCOS may develop as a result 

of long-term exposure to low SES. To fully comprehend the underlying processes driving this connection, more study 

is necessary [15].  A different author sought to determine how an educational program affected teenage girls' 

understanding of PCOS. In a research on the prevalence and knowledge of PCOS among female scientific students at 

various public universities in Quetta, all respondents, or 100% of them, had heard of the condition [16]. 96 female 

students participated in the study, which used a quasi-experimental research approach. An interviewing 

questionnaire and a knowledge evaluation instrument were used to gather the data. Most of the students had 

accurate understanding of the diagnosis, ethology, risk factors, complications, and treatment of PCOS after the 

educational session. In comparison to their pretest values, the post-test mean scores were much higher following the 

educational program. The study found that the educational program was successful in raising adolescent girls' 

awareness of PCOS [17].  

 

Impact of occupation on PCOS 

Occupation can have an impact on PCOS (Poly-cystic Ovary Syndrome) in various ways. The occupations were 

categories in 5 major groups: employed- part-time and full-time, unemployed, homemaker and student (Figure 3). 

The patient group has a lower percentage of individuals who are unemployed compared to the control group. This 

suggests that unemployment may have a lesser impact on the occurrence of PCOS. The second lowest percentage of 

individuals was observed in the part-time employed group. The data suggests that 29% of the patients with PCOS are 

employed full-time. This indicates that a significant portion of individuals with PCOS were engaged in full-time 

employment. Among the patients with PCOS, 28% were home makers. The data indicates that 26% of the patients 

with PCOS are students. Here are some factors related to occupation that can influence PCOS. It is important to 

remember that different people might experience different effects, and not all individuals in the same occupation will 

have the same experience. PCOS is a result of several contributing factors, including diabetes, being obese, other 

hormonal imbalances [18, 19].Expecting employment, insufficient judgment abilities, plus a lack of social interaction 

are all associated with a development of stressful conditions [19]. (Tsai & Liu, 2012).Employed women are more 

likely to develop PCOS than homemakers, since tension as either an indicator or a trigger of PCOS risk variables [20]. 
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The study on the occupation ability of PCOS as compared to control was investigated by Kujanpaa et. al., (2022) [21]. 

Identifying PCOS-positive and PCOS-negative women in the Northern Finland Birth Cohort in 1966, assessing their 

self-rated work capacity and potential con founders at age 46, extracting incidence rate ratios (IRRs) for disability and 

unemployment days during a prospective 2-year follow-up, evaluating hazard ratios (HRs) for disability retirement 

between 16 and 52 years of age from national registers, and computing incidence rate ratios (IRRs) for PCOS-positive 

and PCOS-negative [21].  Women with PCOS judged their health as poorer and were more likely to be obese at age 46 

than women without PCOS. Compared to women without PCOS, those with PCOS were also more likely to be on 

disability leave or jobless. In models adjusted for health and socioeconomic characteristics, the afflicted women 

accrued an extra month's worth of disability and unemployed days on average over the course of the two-year 

follow-up period, which corresponded to an approximately 25% greater risk for both conditions[22]. Finally, 

compared to non-PCOS women, the study discovered a two-fold increased cumulative risk for disability retirement 

by age 52 [21]  

 

Association of marital status with PCOS 

The survey data analyzed the association between marital status and PCOS. The participants were classified into four 

categories: Married/Common, Single, Separated, and Divorced (Figure 4). The count of individuals in each marital 

status category was recorded for both the PCOS group and the control group. The following discussion explores the 

observed results and their implications.  Most individuals with PCOS in the survey (52%) were married. Lower 

percentage of individuals (45 %) found in control group (without PCOS). This recommends that a significant number 

of the PCOS individuals are in a committed relationship. The higher prevalence of PCOS among married individuals 

may be attributed to various factors, including hormonal changes associated with reproductive health, stress, and 

access to healthcare. Approximately 36% of the participants with PCOS were single. Similar observation was found in 

a control group with 35% of individuals. This indicates that a considerable number of individuals with PCOS are not 

currently in a committed relationship. The prevalence of PCOS among single individuals suggests that marital status 

may not be a determining factor in the progress or presence of PCOS. Other factors, such as genetics, hormonal 

imbalances, and lifestyle factors, may play more significant roles in PCOS occurrence among single individuals [23]. 

A small proportion (8%) of the surveyed individuals with PCOS reported being separated. However, the insufficient 

sample volume of this group necessitates caution in interpreting this finding. Whereas, 20 % of participants were 

found to be separated in control group. Only 4% of the individuals with PCOS in the survey reported being divorced. 

The small number of divorced individuals limits the conclusions that can be drawn from this finding. It is hard to 

conclude a strong association between divorce and PCOS based on this limited sample size.  

 

Future studies with a larger and more diverse sample are needed to explore this relationship further. Based studies 

indicate that infertility might be a greater concern for infertile women than PCOS, although the condition may have 

detrimental impacts on several facets that affect individuals. Moreover, PCOS will not be the only factor affecting 

infertile female social support along with satisfaction in marriage [24].The contradicting results were observed in 

another study. The study presented a cross-tabulation of marital status in both normal and PCOS groups. The normal 

group had 30 married and 20 unmarried females, while the PCOS group had 14 married and 36 unmarried females. 

The study found a correlation between marital status and PCOS, with a higher percentage of unmarried females in 

the PCOS group [25]. In the other research, infertile women with and without polycystic ovarian syndrome (PCOS) 

had their marital satisfaction and social support levels evaluated and compared. Between July and September 2015, 

the study was carried out at the Royan Institute, a referral reproductive clinic in Tehran, Iran. There were 150 infertile 

women with PCOS and 150 infertile women without PCOS in total. The Multidimensional Scale of Perceived Social 

Support (MSPSS) and the ENRICH Marital contentment Scale were used, respectively, to measure social support and 

marital contentment. The study's findings revealed that when it comes to social support and marital happiness, 

infertile women with or without PCOS do not significantly vary from each other. According to the study's findings, 

infertility could possibly be more significant for infertile women than PCOS, despite the possibility that PCOS may 

have detrimental impacts on several elements of suffering individuals [26] (Navid  et al., 2018). There were notable 

distinctions among married and single PCOS patients concerning overall health (P<0.001), physical wellness 

(P<0.027), responsibilities resulting from medical conditions (P<0.006), a part restrictions resulting from psychological 
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issues (P<0.002), distress (P<0.001), functioning in society (P<0.001), energy/fatigue, along with psychological state 

[27]. 

 

PCOS duration of the patient group 

The survey data includes the duration of PCOS among the patient group. The distribution of PCOS duration is 

represented in figure 5.  Approximately 26% of the patients with PCOS in the survey reported having the condition 

for less than 1 year. This suggests that a significant proportion of individuals with PCOS are relatively new to the 

diagnosis. The majority, about 67%, of the patients with PCOS in the survey reported having PCOS for a duration 

ranging from 1 to 5 years. This indicates that a significant number of individuals have been living with PCOS for a 

moderate duration. Only 7% of the patients reported having PCOS for more than 5 years. This suggests that a smaller 

proportion of individuals with PCOS have been dealing with the condition for an extended period. A study 

published by Moran et al. (2010) [28] investigated the duration of PCOS among a large cohort of women. They found 

that 33% of the participants had been diagnosed with PCOS within the past year, indicating a relatively recent 

diagnosis. This finding is consistent with the 26% of patients in the survey reporting PCOS duration of less than 1 

year [28] (Moran et al., 2010). PCOS was identified in 77.1% in subjects, including an average age population ranging 

from eighteen to twenty years during the period of assessment [29]. Additionally, a study by Trent et al.14 (2003) [30] 

published in Fertility and Sterility examined the duration of PCOS in a population of women seeking fertility 

treatment. They reported that 57% of the women had been diagnosed with PCOS for less than 5 years, which is 

comparable to the 67% of patients in the survey reporting a PCOS duration of 1 to 5 years [31]. 

 

CONCLUSION 

 
This report presents the findings from a survey investigating the correlation of age, education level, occupation, 

marital status and PCOS duration with the prevalence and understanding of Polycystic Ovary Syndrome (PCOS). 

The results highlight several key correlations and provide valuable insights into the impact of these factors on PCOS. 

The distribution of age groups among the participants suggests that PCOS is more prevalent in younger age groups, 

aligning with previous research indicating that PCOS is commonly diagnosed in women of reproductive age. The 

education level of individuals with PCOS shows a possible association, with a higher proportion having completed 

college or holding a university degree compared to the control group. Occupation-wise, a significant number of 

individuals with PCOS are employed full-time, indicating potential implications of occupational factors on PCOS 

occurrence. Marital status reveals a higher prevalence of PCOS among married individuals, possibly linked to 

hormonal changes associated with reproductive health, stress, and access to healthcare. The duration of PCOS varies 

among patients, with a considerable proportion being relatively new to the diagnosis, while others have been living 

with the condition for a moderate duration. In conclusion, this study provides valuable insights into the correlation 

between age, education level, occupation, marital status and PCOS duration with the prevalence and understanding 

of PCOS. The findings emphasize the importance of early detection, awareness, and management of PCOS, 

particularly among younger individuals. Further research is needed to comprehensively explore these correlations 

and develop targeted interventions to address the unique needs of different age groups affected by PCOS. 
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Table 1: List of questions included in survey form 

Sankalchand Patel University, Visnagar 

Questionnaire form for PCOS Patients 

1) Registration No: 

2) Patient’s Name: 

3)  DEMOGRAPHIC AND OTHER VARIABLES OF PATIENTS WITH PCOS 

Variable 

Year of birth: 

1 1980 to 1990 

2 1990 to 2000s 

3 2000s to 2021 

Geographic Origin: 

1 Urban Patients 

2 Rural Patients 

3 Inter-state Patients 

4 Tribal Patients 

Marital Status: 

1 Married/Common 

2 Single 

3 Separated 

4 Divorced 
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Occupations: 

1 Employed full-time 

2 Employed part-time 

3 

Unemployed: 

a)  Looking for job 

b)  Not looking for job 

4 Home maker 

5 Students 

Education (the highest level): 

1 Primary School or less 

2 Completed High School 

3 Some College 

4 Complete College 

5 Some University 

6 University Degree 

Duration of PCOS Symptoms 

1 Less than 1 years 

2 1-5 years 

3 > 5 years 

 

Table 2: Level of education in surveyed individuals. 

Education Patients Control 

Complete College 45 40 

University Degree 18 10 

Some College 17 20 

Completed High School 17 15 

Primary School or less 3 15 

 

 
 

Figure 1: Age of the individuals participated in study. Figure 2: The geographic origin of the individuals 
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Figure 3: Analysis of occupation impact with PCOS 

(B) 

Figure 3: without PCOS (A). 

 
 

Figure 4: Analysis of Association of marital status 

with PCOS 

Figure 5: Duration of PCOS symptoms in percentage. 
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This review explores the pharmacological and cosmetic properties of Crocus Sativus L. (saffron) which is 

crucial to harness its potential for developing effective medications and skincare products. The bioactive 

components of plant (crocin, crocetin, picrocrocin, safranal) are discussed with focus on their structure, 

properties, synthetic pathways, and methods of extraction of bioactive compounds from saffron. The 

research work offers valuable insights on the practical applications and effectiveness of saffron in 

cosmetics as astringent, antioxidant, anti-inflammatory and in herbal medicine as neuroprotective, 

anticonvulsant, antidepressant, anticarcinogenic, antidiabetic, antihypertensive, antimutagenic agent. 

Future prospects involve need for more refined research to explore neuroprotective action or risk factors 

of using saffron for brain related disorders, the incorporation of saffron extract in drug formulations, its 

genetic improvement and to understand the exact mechanism of action of bioactive components of 

saffron.  
 

Keywords: crocus sativus, saffron, antioxidant, crocin, safranal, crocetin, anticancer 

 

INTRODUCTION 

 

Saffron, the ancient, blooming perennial plant botanically classified as Crocus Sativus L., belonging to Iridaceae 

family, derives its nomenclature from French word Safran. This term traces its roots to the latin word Safranum, itself 

derived from Arabic word za'faran signifying the colour ‚Yellow‛*1,2+. Around 80% of the global saffron production 

emanates from Iran, with additional cultivation observed in other countries such as china, Pakistan, France, Greece, 

Switzerland, Spain, India and Italy *3+. India accounts for a mere 5% of the World’s total saffron production, with the 

districts of Pulwama and Budgam districts in J&K contributing a substantial 90% of country’s saffron output. Nearly 
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36000 flowers yield 1 pound of stigmas while the dried counterparts from roughly 70000 flowers result in 500 g 

pristine saffron. Valued at $ 40-50 per gram saffron stands as the preeminent spice globally, often acclaimed as ‚red 

gold‛ or the ‚golden condiment‛ *4,5+. Saffron commands high price because of its short blooming season (~ 3 weeks 

in the fall) necessitating manual harvesting. The cultivation of Crocus sativus is labour intensive and time-consuming. 

Crocus sativus is the most researched species responsible for producing saffron and its associated health benefits. 

Featured in medicinal plant catalogs and European pharmacopoeias, saffron contributed to myriad compound 

formulations spanning 16th to 20th centuries. The plant’s medicinal and pharmaceutical significance waned with the 

emergence of synthetic drugs from chemical synthesis. Nonetheless, contemporary endeavours aim to reaffirm 

saffron’s recognized bioactivity, sparking renewed interest. This review mainly outlines the major phytochemicals in 

Crocus sativus, their extraction techniques and wide range of bioactivities as an active ingredient in cosmetics and 

pharmaceutics. 

 

DISCUSSIONS  
 

About the plant 

The botanical classification and common names of Crocus Sativus are described in table 1 and 2 respectively [6].The 

stemless and triploid nature of C. Sativus renders it sterile [7]. It is a herb with circular corm beneath the soil 

measuring 3-5 cm in diameter. The plant propagates by corms vegetatively. Exhibiting 6-8 grass like leaves it 

develops short sprinkle roots at the corm’s base and the perimeter, culminating in the emergence of light purple 

coloured flower as the first visible feature of the plant [8]. The homogeneous violet hue of the three sepals and petals 

renders them indistinguishable. There are three stamens with filaments twice as long as the anthers. A slender, light 

yellow style emerges from the flower’s central ovary, culminating in three vibrant red stigmas measuring 2-3 cm. 

These stigmas, founts of saffron, are manually harvested -25-30 mm each-from every flower [9]. The cultivation and 

production of saffron face challenges as the plant thrives in arid deserts yet demands substantial water. The irrigation 

in such desolate regions is costly and droughts result in crop losses.  

 

Chemical composition of Crocus Sativus L. and important apocarotenoids 

Many researches focus on analyzing the composition of saffron and identifying its active phytochemicals. Over 150 

volatile and non-volatile compounds have been found in saffron, from which less than 50 have been, identified [11]. 

Terpenoids and terpene alcohols are the main volatile components, including safranal which possesses therapeutic 

applications.  A variety of volatile components such as 4,4-dimethyl-2-cyclopenten-1-one, Alpha-Pinene, 1-

carboxaldehyde-5,5-dimethyl-2- methylene-3-cyclohexene, eucarvone, heptanal, alpha-Isophorone, hexadecanoic 

acid, tetradecanoic acid, 10,13-octadecadienoic acid, methyl ester, 4,8,12,16-tetramethylheptadecan-4-olide and other 

components in low quantities have been determined with ultrasound-assisted extraction (UAE) along with 

dispersive liquid liquid microextraction (DiLLME) technique coupled with gas chromatography emass spectrometry 

(GCeMS) technique, only a small fraction  out of several volatile compounds occurring in saffron contribute to the 

overall aroma. Safranal, 4-ketoisophorone and dihydrooxophorone have been reported to be the most prevailing 

aroma active compounds of Iranian saffron as analyzed by GCeMS olfactometry [12, 13]. On the other hand, non-

volatile constituents include picrocrocin, crocetin, and crocin responsible for saffron’s bitter taste, aroma and 

distinctive colour respectively [14]. Stigma of the saffron contains bioactive compounds including anthocyanins, 

flavonoids, pigments, volatile fragrant essences, and vitamins including minerals, vitamins, carbohydrates, in 

addition to primary phytochemicals picrocrocin, phenol, delphinidin, safranal, kaempferol, crocetin with strong 

bioactivity and antioxidant potential [15]. The quality of saffron is decided by a variety of factors including chemical 

profile, concentration of major components, climate, soil composition, geographic location, genetic traits, cultivation 

conditions, and processing and storage methods [16].  Researches on saffron stability depict temperature and 

humidity has an impact on the degradation of active components of saffron. Proximate analysis of primary chemical 

components of saffron is depicted in table 3 [5]. The concentration of each component varies with soil fertility, 

cultivation origin, and growing conditions.  Saffron’s whole flower and spice bio residues have low fat and high 

minerals and carbohydrate content. Whereas, stamens have high lipids and proteins content and low carbohydrate 
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content. The four major bioactive compounds in saffron are crocin (dicarboxylic acid ester), crocetin (a natural 

carotenoid dicarboxylic acid), picrocrocin (iridoid glycoside precursor of safranal) and safranal 

 

Crocin 

Systematic (IUPAC) name: 8, 8-diapo-8, 8-carotenoic acid.  

 It is most important water-soluble carotenoid compound (approx. 80%) responsible for red color of saffron. It is 8,8-

diapocarotene-8,8-dioic acid and with chemical formula: C44H70O28 and molecular weight of 976.96 g/mol, it consists 

of a central zeaxanthin molecule with two glucose molecules attached to it [17]. It is dicarboxylic acid ester of the 

polyene carotenoid crocetin, which makes up 10% of the dry weight of saffron. The chemical structure of crocin 

contains central crocetin molecule, which is flanked by two units of gentiobiose, a disaccharide of glucose. It is a 

symmetrical molecule with a long, flexible carbon chain that contains conjugated double bonds. Contrary to 

saffranal, crocins (crocin-1 or a-crocin or digentiobioside crocetin, crocin-2 or tricrocin or gentioglucoside crocetin, 

crocin-3 or gentiobioside crocetin, crocin-4 or glucoside crocetin, crocin-5 or diglucoside crocetin) are stable under 

ambient conditions. -Crocin or Crocin 1 directly crystallized at a melting point of 186 ˚C and isolated in pure form. 

 

Crocetin 

It is 8,8’-diapocarotenedioic acid. It is a dicarboxylic acid with chemical formula C20H24O4formed by hydrolysis of 

crocin and is a derivative of carotenoid zeaxanthin. The oxidative degradation of zeaxanthin precursor leads to 

crocetins (-crocetin or crocetin I, crocetin II, -crocetin, g-crocetin); which after breaking, produce crocetin. It is 

composed of central cyclohexene ring, with two carboxylic acid groups attached to it. It has conjugated double 

bonds, responsible for its bright color and gives distinctive aroma of saffron. Its melting point is 285˚ C and a 

molecular weight of 328.4 g/mol [18]. 

 

Picrocrocin 

Chemically it is 4-(β-d-glucopyranosyloxy)-2, 6.6-trimethylcyclohex-1-ene-1- carboxaldehyde.  Itis the second most 

abundant component (approximately 1% to 13% of saffron's dry matter), responsible for the bitter flavour of saffron. 

The molecule with chemical formula of C16H26O7 and molecular weight of 330.37 g/mol, is an iridoid glycoside 

responsible for bitter taste of saffron [3]. It is formed by hydrolysis of a glucose molecule from its precursor safranal. 

Chemical structure of picrocrocin is composed of crocetin molecule linked to a molecule of glucose. The crocetin unit 

in picrocrocin is composed of eight isoprene units, arranged in a unique pattern of alternating double and single 

bonds. The glucose moiety in picrocrocin is a six-carbon sugar molecule attached to crocetin unit through an ether 

bond. The presence of glucose unit makes picrocrocin hydrophilic and soluble in water. It is a precursor of saffron 

aroma components (saffranal and HTCC: 4-hydroxy-2,6,6-trimethyl-1-cyclohexen-1- carboxaldehyde). 

  

Safranal 

Chemically it is 2,6,6-trimethyl-1,3-cyclohexadiene-1-carboxaldehyde. It is a monoterpene aldehyde and aglycon of 

picrocrocin having molecular formula C10H14O, has molecular weight of 150. 21 g/mol and is the main terpenoid 

compound of the saffron's distilled essential oil, responsible for the aroma of saffron [19]. It is formed by oxidative 

degradation (de-glucosylation) of picrocrocin. Its chemical structure consists of a monocyclic ring system with a 

conjugated aldehyde group (CHO) and an isopropyl side chain. In some samples, up to 70% of the total volatile 

fraction of saffron is proposed to be in the form of safranal. The Safranal represents approximately 30 to 70% of 

essential oil and 0.001 to 0.006% of dry matter 

 

METHODS OF OBTAINING APOCAROTENOIDS FROM SAFFRON  

A number of hypotheses have been proposed on the methods of obtaining apocarotenoids from saffron. The first 

theory proposes protocrocin (glycosyl derivative of zeaxanthin) has oxidase enzyme which degrades it into two 

molecules of picrocrocin and one molecule of crocin [20]. Moreover, saffranal is detected in minimum level in fresh 

stigmas of saffron. Fallahi et al. suggested another pathway in which saffron apocarotenoids are formed by cleavage 

of carotenoid (zeaxanthin and  carotene) by dioxygenases. Cleavage leads to crocetin and hydroxyl--cyclocitral. 

Afterwards, glucosylation by glycosyltransferases, hydroxyl --cyclocitral forms picrocrocin, crocetin forms crocin. 
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Finally, safranal is produced by hydrolysis of picrocrocin [21]. The hypothesis proposed by Sereshti et al. is also 

consistent with that suggested by Fallahi et al. zeaxanthin is cleaved by Crocus sativus Zeaxanthin cleavage 

deoxygenase to form crocetin dialdehyde and hydroxyl--cyclocitral (HTCC). HTCC follows two pathways: 1. by 

action of heat it forms safranal directly, releasing H+ and OH-. 2. It converts to picrocrocin by the action of UDPG-

glucosyltransferase [22]  

 

Conventional and novel techniques for extraction of bioactive compounds of Crocus Sativa L. 

The extraction of bioactive compounds of saffron is crucial for their utilization in food, pharmaceutical and cosmetic 

industries. To extract bioactive compounds from saffron, there is a need for an economically and environmentally 

viable method. It is challenging to extract, isolate and characterize these elements as they are sensitive to 

temperature, light and humidity [23]. The traditional methods (steam distillation, hydro distillation, maceration, 

soxhlet and solvent extraction) of saffron extraction are costly, time consuming, employ large volumes of organic 

solvents, challenging to achieve high purity extracts, result in low yield and sometimes breakdown heat sensitive 

bioactive compounds [24]. However, modern extraction techniques such as ultrasound assisted extraction, 

microwave assisted extraction, high hydrostatic pressure extraction, pulsed electric field extraction, enzyme assisted 

extraction have reduced extraction time, increased yield of bioactive compounds and minimized the use of organic 

solvents and heat exposure and efficiently extract bioactive components of saffron [25,26]. The choice of extraction 

technique depends on factors like the type of bioactive compound, the desired yield and the cost effectiveness of the 

extraction process. Figure 6 shows various conventional and novel methods for extraction of bioactive compounds of 

saffron.  

 

Cosmetology uses of saffron 

Saffron cherished for its cosmetic purposes since ancient times, plays pivotal role in conventional Iranian and Greek 

medicine. Renowned for enhancing the skin tone and healing erysipelas, it effectively manages psoriasis. In 

traditional Greek medicine, saffron not only refresh facial skin but also treat skin diseases, acne, wounds. Saffron 

imparts eternal youthful properties making body younger and radiant. Rich in compounds such as crocin, safranal 

and picrocrocin, saffron unfolds a spectrum of cosmetic potential. Crocin serves as anti-dark spot and antioxidant, 

safranal as perfume, while combined action of safranal, crocin and Crocetin exhibits anti-UV, anti-inflammatory and 

pigmentary actions. Additionally, presence of vitamin C, zinc and flavonoids imparts face toning properties, crocin, 

crocetin and kaempferol contribute to anti-wrinkle benefits. Saffron’s inclusion in herbal cosmetics is attributed to its 

astringent activity, making it valuable asset in pursuit of skincare excellence. 

 

Anti-UV Agent 

Saffron rich in carotenoids like crocin, crocetin and zeaxanthin, possess antioxidant properties that may shield the 

skin from the detrimental effects of free radicals and UV radiation. Saffron lotion, potentially superior to homosalate, 

acts as an effective sunscreen, diminishing sunburn, wrinkles, dryness, sagging, skin ageing and also provide natural 

radiance. Numerous studies indicate photoprotective effects of these carotenoids [27,28]. 

 

Reduce hyperpigmentation 

Saffron formulations exhibit skin lightening effects, reduce hyperpigmentation and exert anti rhythmic effect on 

human skin. Crocin in saffron suppresses synthesis of excess melanin. While its antioxidant and antiinflamatory 

attributes aid in diminishing dark spots by inhibiting tyrosinase activity[29].  

 

Anti-Aging Effect and Diseases of the Skin 

Basil leaves and saffron diminish imperfections like acne. Saffron soaked strands in olive oil or virgin coconut oil etc 

serve to exfoliate and promote blood circulation. A formulation containing 3% C. Sativus is anticipated to decrease 

the expression of inflammatory markers including TNF and interleukin, rendering it efficacious for melanoma 

treatment [30]. 
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Perfumery 

Red gold saffron is most ancient perfume ingredient. Employed in ancient Greece, Rome and Egypt, it served as 

single note perfume as well as in complex blends. Its aromatic essence adorned temples and is a valued addition to 

both feminine and masculine fragrances [31].  

 

As natural pigment in cosmetics 

Various plant pigments like chlorophyll from green leaves, curcumin, carotenoids from pepper have been employed 

for centuries to colour the cosmetics and food. The high cost of saffron limited its application in cosmetics; 

nonetheless it serves as a substitute to tetrazine and turmeric in scenarios where the latter is susceptible to light 

induced fading [32]. 

 

Face Toner 

Pistil of C. sativus function as potent face toner as it contains Vitamin C, Zinc and flavonoids which treat facial skin 

[33]. Vitamin C treats hyper pigmentation, Zinc aids in transportation of vitamin A through retinol binding protein, 

while  Flavonoids serve as depigmenting and skin brightening agents, inhibiting tyrosinase activity during 

melanogenesis [34]. 

 

Pharmacological activities of saffron  

Saffron, highlighted in the ancient prescriptions of Unani, Ayurveda, Chinese and homeopathic medicines boasts 

promoting therapeutic potential for health promotion and disease management. Various parts of Saffron specifically 

leaf, corn, stigma, tepals contain bioactive compounds that modulate physiological and biological processes, leading 

to health benefits. Additionally, saffron has longstanding medicinal roles in Ayurvedic, Tibetan, Persian and Chinese 

medicine as digestive aid, anticonvulsant, anticancer and antidepressant [4,5]  

 

Treating sexual dysfunction 

saffron exhibits remarkable sexual enhancement effects, with Persian saffron historically employed for its aphrodisiac 

properties dating back to Cleopatra times. Recognized as a natural aphrodisiac, saffron positively influences sexual 

performance and fertility in both men and women. Its usage results in improvement of erectile dysfunction and 

intercourse satisfaction in men [35]. Notably safe and effective, saffron proves beneficial in ameliorating fluoxetine 

induced sexual dysfunction in women in domains of arousal, lubrication and pain. Due to the above-mentioned 

health benefits, it is also called ‚love spice’. Saffron significantly improves period symptoms, prevents polycystic 

ovarian syndrome and serves as a remedy for menstrual pain and menopausal problems.  

Antidepressant 

Depression a widespread affliction affecting 11.6% of the global population is predicted to be second leading cause of 

overall disability by 2020[36]. The petals and stigmas of saffron are equally effective in treating mild to moderate 

depression by inhibiting certain brain neurotransmitters like serotonin [37].  

 

Anticarcinogenic 

The potential anti tumor and anti-cancer properties of saffron and its components (particularly carotenoids) have 

been explored in various studies. Combining saffron extract with synthetic compounds like sodium selenite and 

sodium arsenite shows a synergistic effect in preventing cancer through chemotherapy [38]. Botsoglou demonstrated 

saffron’s dose-dependent inhibitory effects on cancer cells [39]. Administering saffron prior to anti-tumor drug 

treatment, reduced the cellular DNA damage [40].Numerous studies show saffron to suppress cancer cell growth, 

inhibit proliferation and migration and downregulate metalloproteinases and urokinases, impacting various types of 

cancer. Crocin and crocetin exhibits strong anticancer effect by altering gene expression and inhibiting cellular 

production. Saffron’s interaction with topoisomerase II suggests its potential in combating free radicals *41+. 

Researchers propose saffron as potential treatment for a variety of cancers such as gastric, skin, colorectal, breast, 

hepatic, cervical, ovarian, prostate, lungs, pancreatic and leukaemia etc [42].   
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Anti inflammatory and analgesic effects 

saffron tinctures and extracts are employed for treating abscesses, wounds, fever, lower back pain, along with 

exhibiting anti-inflammatory and analgesic effects for both acute and chronic pain. Anti-inflammatory properties 

stem from antioxidant chemicals (such as crocin, crocetin, kaempferol, quercetin) inhibiting roduction of 

proinflammatory cytokines in animal models. Similarly, Vosooghi S. et al. discovered that Saffron extracts can boost 

White blood cell count, neutrophil count, platelet count and eosinophil number in ovalbumin-sensitized rat’s blood 

[43]. Hydroethanolic saffron extracts demonstrate protective effects against ischemia and acute kidney disorders in 

rats. The anti-inflammatory properties of saffron arise from its component’s alkaloids, tannins, saponins, 

anthocyanins and flavonoids. 

 

Healing of second-degree burns 

A study reported greater efficacy of saffron extract cream over silver Sulphur diazine in treating heat induced burns. 

Saffron significantly enhances re-epithelialization of burn wounds as compared to other treatments [44]. 

 

Effects on Eyes 

Recent researches indicate saffron and its primary components possess neuroprotective effect. Its extract diminishes 

eye diseases like eye inflammation, retinal degeneration, cataracts, light mediated photoreceptor cell death and 

improve retinal function and blood circulation [45]. Crocin inhibits pro-inflammatory responses in retinal cell while 

crocetin prevented retinal degeneration. Saffron safeguards photoreceptors from light induced damage , improved 

visual function in age related muscular edema and retinitis pigmentosa [46]. 

 

Effects on blood glucose and insulin resistance 

Both in vitro and in Vivo studies coupled with clinical trials substantiate therapeutic potential of saffron and its 

constituents as antidiabetic, hypolipidemic antihypertensive effect, metabolic syndrome, obesity and managing 

diabetes mellitus. Crocin improved insulin sensitivity and serum glycemic profiles in diabetic animal models, 

alongside favorable modifications in lipid profile [47, 48] 

 

Effects on cholesterol levels 

Saffron,rRich in riboflavin and thiamine, is one of the best  cardiovascular supplement. Flavonoids particularly 

lycopene found in saffron provide heart disease protection. The crocetin of saffron regulates cholesterol, promoting 

optimal levels and reducing the risks of heart attack. Further crocin inhibit pancreatic and gastric lipase activity 

resulting in low lipid absorption [49].   

 

Effects on gastrointestinal and Genitourinary system 

Saffron is believed to possess certain positive qualities related to gastrointestinal and genital systems, particularly in 

terms of stimulating stomach, decreasing appetite, jaundice and liver enlargement, antiflatulent and regulating 

intestinal activity [50]. It aids in treatment of amenorrhea, aphrodisiac, impotency, emmenagogue, promoting 

mensuration and even having abortive properties and also treating conditions like hemorrhoids and prolapsed anus. 

 

Antioxidant 

The potential antioxidant activity of saffron is chiefly attributed to its unique carotenoid crocin. The synergistic effect 

of bioactive components (crocin, safranal, flavonids, dimethylcrocetin) are responsible for remarkable antioxidant 

activity, with crocin effectively neutralizing free radicals and protecting cells against oxidative stress and is helpful in 

addressing neurogenerative disorders. The antioxidant and lipid lowering potential improves insulin resistance [51]. 

Saffron surpasses other spices in total polar phenols and antioxidant activity. Crocin and safranal capture free 

radicals while crocetin efficiently combats lipid peroxidation. These compounds show promise in treating 

cardiovascular and psychological issues and prevent cancer. Saffron extracts counteract oxidative stress in various 

organs and its main constituent crocin protects against continuous restraint stress. Aqueous saffron extracts hinder 

reactive oxygen species and intracellular signals, boosting cell viability and inhibiting apoptotic pathway [52]. 
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Effects on nervous system 

Saffron and its bioactive components exhibit anxiolytic, antidepressant, neuroprotective and memory enhancing 

effects in both preclinical and clinical studies, hence could be employed in development of drugs for nervous system 

disorders and treatment of mental disorders such as depression and dementia. Researches reveal saffron prevents 6- 

hydroxydopamine induced parkinsonism and therapeutic potential of crocetin fights severe neurological disorders 

and neuronal death in rats [53]. 

 

Conclusions and future perspectives 

Crocus Sativus (saffron) holds significant importance in pharmaceutics and cosmetics and has been subject of 

extensive phytochemical and biochemical studies by the researchers. The phytochemicals (crocin, crocetin, 

picrocrocin, safranal) extracted from saffron using both conventional and novel technologies possess wide range of 

activities like antioxidant, antidepressant, anticarcinogenic, anti-inflammatory etc. There is a need to explore further 

the potential neuroprotective action or risk factors of using C. sativus for brain related disorders. It would provide a 

novel lead compound in the formation of drugs used in the management of brain-related diseases. Medicinal 

properties make it useful in production of drugs, herbal medicines and also a valuable ingredient in many cosmetic 

products. There is need to put efforts on genetic improvement of saffron for more number and larger size flowers 

and creating a germplasm bank and searching better cultivation techniques as the high labour costs and low returns 

of saffron limits its widespread use. Further research is needed to understand the exact mechanism of action of 

bioactive components of saffron at molecular level. The increased knowledge of active phytochemicals of saffron 

could lead to innovative ideas in the realm of natural medicine in the near future.  
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Table 1: Botanical nomenclature of Crocus Sativus L.[10]  

Division EmbryophytaSiphanogama 

Kingdom Plantae 

Subdivision Angiospermae 

Class Monocotyledonae 

Order AsparagalesEpigynae 

Family Iridaceae 

Subfamily Crocoideae 

Genus Crocus 

Species C. Sativus 

 

 

 

Ruchi Kohli et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75729 

 

   

 

 

Table 2: Popular Crocus Sativus names in different languages. 

Language Name 

Hindi Kesar 

English Saffron 

Bengali Jafran, kumkum 

Tamil Kumkumappoo 

Telugu KumkumaPuvvu 

Kannada Kesarada 

Malayalam Kunkumapoovu 

Arabic Za’faran 

Persian Za’feran 

Turkish Zaffran 

Spanish Azafran 

French Safran 

Italian Zafferano 

German Safran 

Dutch Saffraan 

Portuguese Acafrao 

Sanskrit Rakta, Balhik, Asrugvar, kumkum, Shonit, Ghusrun, Agneeshekhar, Kashmir, Rudhir, kashmiraj 

 
Table 3: Proximate analysis of chemical constituents of Crocus Sativus L.  

Chemical constituent Amount Chemical constituent Amount 

Moisture 10-14% Crude protein 12-14% 

Ash 6-7% Crude fiber 4-5% 

Crude fat 5-8% Amino acid 

Aspartic acid 

Glutamic acid 

Threonine 

Serine 

Alanine 

Proline 

Leucine 

Valine 

Isoleucine 

Glycine 

Lysine 

Histidine 

Arginine 

Tyrosinase 

Phenylalanine 

Concentration(mg/100g) 

0.040-0.048 

0.017-0.036 

0.019-0.026 

0.016-0.023 

0.13-0.17 

0.057-0.080 

0.017-0.020 

0.022-0.037 

0.012-0.019 

0.007-0.016 

0.026-0.027 

0.0120.019 

0.007-0.012 

0.008-0.011 

0.012-0.030 

Nitrogen free extract 

a) Reducing sugar 

b) Gumsand dextrins 

c) Starch 

d) Pentoses 

52-63% 

20% 

9-10% 

6-7% 

6-7% 

Minerals 

a) Phosphorous 

b) Magnesium 

c) Calcium 

d) Iron 

e) Potassium 

f) Sodium 

 

3270 g/g 

1300-1350 g/g 

862-1070 g/g 

92-110 g/g 

10.70-14.86 mg/g 

42-100 g/g 

Fatty Acids 

Palmitic acid 

LInoleic acid 

Linolenic acid 

Stearic acid 

Oleic acid 

Arachidonic acid 

Concentration 

16.2g/100g 

28.5g/100g 

21.0g/100g 

- 

- 

- 

Vitamins 

Vitamin A 

Vitamin B1 

Vitamin B2 

Vitamin B6 

Vitamin C 

Concentration 

27g 

0.115mg 

5-13g 

1.01mg 

80mg 
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Fig 1: Morphology of Crocus Sativus Plant 

 

 

Fig. 2:  Chemical structures of Crocetin, crocin, 

Picrocrocin and Saffranal 

Fig. 3: Pathway 1 

 

 
Fig. 4: Pathway 2 Fig. 5: Pathway 3 
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Fig 6: Conventional and Novel extraction methods used 

to extract bioactive compounds from Saffron. 

Fig. 7: Different uses of Saffron 
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Melia dubia Cav. (syn. Melia composita) and Melia azedarach L. are two important tree species belonging to 

Mahogany family (Meliaceae) noted for pharmacological importance in Indian System of Traditional 

Medicine. Melia dubia Cav. is a money-spinning tree with several end uses and as a source of pulp with 

the trade name ‘Malabar Neem’. The tree species are the potential resources of bio-constituents with 

numerous pharmaceutical properties. Limonoids are the predominant group of secondary metabolites in 

the tree species. The objective of the study is to analyze the potent phytoconstituents from the leaf 

samples of Melia dubia Cav.(FRI/MD/232-Varsha and FRI/MD/349-Shashi) raised in pot culture for 

which the seeds were procured from Forest Research Institute (FRI), Dehradun, Uttarakhand, India in 

comparison with Melia azedarach L. Qualitative and quantitative phytochemical analysis, separation, 

characterization methods such as UV-Vis spectrophotometer, FTIR, TLC, GC-MS analysis and in vitro 

bioassays had indicated the maximum amount of terpenoids in Melia dubia Cav. commercial varieties 

which is on par with Melia azedarach L. Further, the bioactive compounds from GC-MS analysis were 

screened for anthelmintic, antiviral properties and the specific limonoid was tend to act as a novel 

anthelmintic and antiviral agent which was proved through in silico molecular docking. The present 

study had revealed that there was no significant variation between Melia dubia Cav. commercial varieties 
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and Melia azedarach L. with respect to phytoconstituents. In the present study, the bioprospecting of the 

leaf samples of the commercial varieties have been reported for the first time. The promotion of 

plantation with these Melia dubia Cav. superior varieties and Melia azedarach L. can be a promising raw 

material or resources for pharmaceutical industries for sustainable utility and serve as an agro forestry 

model for generating the socio-economic status of farmers. 
 

Keywords: Melia dubia Cav, Melia azedarach L., phytoconstituents, limonoids, melianone, sustainable 

utility, conservation. 

 

INTRODUCTION 

 

Melia dubia Cav., (Family: Meliaceae), is a dicotyledonous, deciduous, perennial multipurpose tree species growing 

upto 25m in height [1]. In India, the tree species is widely distributed in Sikkim, Himalayas, North Bengal, 

Upper Assam, Northern Circars, Deccan, Western Ghats and also in countries like Sri Lanka, Malaysia, Africa, USA, 

Mexico, Central America, Caribbean, Japan, Southern Europe, Australia, China and many Pacific islands [2].The tree 

grows well in sandy loam, red and lateritic soil with an annual rainfall of above 800mm[3].Melia dubia Cav. could be 

one such very important indigenous tree which is adaptive to a wide agroclimatic conditions of India [4]. The various 

plant parts serves as a ware house of pharmacological importance due to its potent phytochemicals such as alkaloids, 

carbohydrates, steroids, tannins, flavonoids, saponins, glycosides, terpenoids, phenols possessing antineoplastic, 

antidiabetic, antifungal, antibacterial, anti-leprosy, antiviral, anthelminthic, anti-oxidant properties and many more 

[5,6]. Limonoids are the major group of bioactive compounds reported in this tree species which possess antifeedant 

and cytotoxic or growth inhibiting property to different kinds of insect species namely Spodoptera littoralis and 

Helicoverpa armigera. Melia azedarach and Melia dubia have similar pharmacological profile but with different 

morphological characteristics (roots, fruits, leaves, seeds, bark and flowers) [7]. Different parts of Melia species 

possess essential pharmacological activities such as anti-inflammatory, hepatoprotective, analgesic, anticancer, anti-

microbial, antifeedant, anti-diabetic, anti-larvicidal properties and the seeds are particularly used to treat infertility 

problems. Melia dubia Cav. is a promising versatile tree species which is found to be very much suitable for 

agroforestry due to its industrial uses as a source of pulp, biomass and plywood. This tree species has got attention 

among peasants due to its characteristic features such as fast growth, stem erectness without any branches, non-

susceptible to insect attack, less shade effect, and farmer’s friendly due to its low maintenance cost and increased 

income. Recent works in tree improvement has broaden the market of Melia dubia Cav. timber by converting it into 

special plywood products such as shuttering grade plywood, laminated veneer lumber (LVL), compreg, marine 

grade plywood and many more [8]. The commercial varieties of Melia dubia Cav. recently released are yet to be 

explored for its pharmacological properties apart from its end uses. Hence, the objective and purpose of the present 

study is to compare the pharmacological properties of the varieties of Melia dubia Cav. with that of Melia azedarach L. 

The novelty of the present research work is to analyze the potential phytoconstituents from the leaf samples of the 

tree species of Melia dubia Cav. (FRI/MD/232-Varsha and FRI/MD/349-Shashi) raised in pot culture for sustainable 

utility and conservation. 

 

MATERIALS AND METHODS 
 

Sample collection and authentication 

Leaf samples of the commercial varieties of Melia dubia Cav. (FRI/MD/232-VARSHA and FRI/MD/349- SHASHI) were 

collected from the pot culture for which the seeds were procured from Forest Research Institute (FRI), Dehradun, 

Uttarakhand, India in comparison with the wild species, Melia azedarach L. which was collected at Perambur (Lat N 

13° 7’ 13.9206‛, Long E 80° 14’ 42.7218‛) Chennai and was authenticated from Department of Botany, Madras 

Christian College, Chennai, Tamil Nadu, India (Figure 1 & Figure 2). 
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Crude extract preparation 

The collected leaf samples were dried using shade dry method, powdered and stored in air tight containers for 

further studies. Extraction was carried out using cold percolation method by using different solvents of variable 

polarity namely, petroleum ether, ethyl acetate, acetone, methanol and aqueous (1:10 w/v) for about 48 hours and 

filtered using Whatman No. 1 filter paper. The resultant filtrate was used for the experimental work [9]. 

 

Qualitative phytochemical screening 

The preliminary qualitative phytochemical analysis was carried out for both the commercial varieties of Melia dubia 

Cav. and the wild sp., Melia azedarach L. using standard procedures [10,11]. 

 

Quantitative phytochemical analysis 

Using standard protocols, the primary and secondary metabolites namely total soluble sugars [12], proteins [13], 

lipids [14], alkaloids [15], phenols, flavonoids [16], tannins [17] and terpenoids [18] were quantified with their 

standards.  

 

Antibacterial assay 

Antibacterial activity of the promising extracts (methanol and aqueous) at different concentrations of the leaf samples 

were assayed against Escherichia coli, Bacillus cereus and Bacillus subtilis which were collected from Department of 

Microbiology, Ethiraj College for Women (Autonomous), Chennai, Tamil Nadu. Agar well diffusion method was 

followed [19,20]. Plates were maintained in triplicates. 

 

Antioxidant assay 

Antioxidant activity of the leaf sample extracts were determined on the basis of the scavenging activity of the stable 

2, 2-diphenyl-2-picrylhydrazyl (DPPH) free radical method with slight modification. Different concentrations of 

methanol extract were prepared (100 – 500 μgmL-1). Ascorbic acid was used as standard. Per cent inhibition and IC50 

values were calculated using UV-Vis Spectrophotometer (UV 1650PC Shimadzu)[21]. 

 

Ultra Violet-Visible Spectrophotometer (UV-Vis) analysis and Fourier Transform Infrared Spectrophotometer 

(FT-IR) analysis 

Methanol and aqueous leaf sample extracts were analyzed for the presence of secondary metabolites using a UV-Vis 

Spectrophotometer (UV-1650PC Shimadzu) with a range between 400-800 nm [22].10 mg of the dried powder of the 

leaf sample extracts (methanol and aqueous) were ground with KBr salt using a mortar and pestle and compressed 

into a thin pellet. FTIR-Shimadzu, IR affinity 1, Japan equipped with DLaTGS detector with a scan range of 400 to 

4000 cm-1 with a resolution of 4 cm-1 and a mirror speed of 2.8 mm sec-1 was used. The infrared spectra were recorded 

at 4000-500 cm-1[23,24]. 

 

Thin Layer Chromatography analysis (TLC)  

TLC analysis was carried out using Kieselgel 60 F254 TLC sheets for the methanol extracts of the leaf samples to detect 

the presence of terpenoids with the developing solvent system, Chloroform: Methanol (7:3) and visualized in iodine 

vapour chamber [25]. 

 

Gas Chromatography Mass Spectrometry (GC-MS) analysis 

GC-MS analysis of methanol extract of the leaf samples were carried out in Vellore Institute of Technology, 

Sophisticated Instrumentation Facility (SIF), Chemistry Division, School of Advanced Sciences, Vellore, Tamil Nadu 

using Clarus 680 GC employed with fused silica column, packed with Elite-5MS (5% biphenyl 

95%dimethylpolysiloxane, 30 m × 0.25 mm ID × 250μm df) with helium as carrier gas and 1 ml/min flow rate was 

maintained. The spectrum was compared with the database of known components in GC-MS NIST (2008) library.  
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In silico molecular docking 

In silico analysis through molecular docking confirms the functional role of the specific bioactive compound. Melia 

dubia Cav.-Shashi with promising bioactivities were taken for in silico docking to study its pharmacological activities 

(anthelmintic and antiviral property). The target molecules were retrieved from Protein Data Bank (PDB) 

(http://www.rcsb.org/pdb/). The bioactive compound details were obtained from Pub Chem database. The bioactive 

compounds were docked against the target protein using Mcule software, an online, integrated drug discovery  

platform. Docking results represented the interaction or binding affinity between the target and ligand molecules [9]. 

 

RESULTS 

 
Qualitative phytochemical screening 

The phytochemical analysis carried out using the crude extracts of the leaf samples indicated the presence of wide 

range of phytochemicals. The methanol and aqueous extracts of the commercial varieties, Varsha and Shashi revealed 

a broad spectrum of potent primary and secondary metabolites such as alkaloids, phenols, glycosides, terpenoids, 

flavonoids, tannins and carbohydrates. Maximum presence of terpenoids were observed in the Melia leaf extracts 

(Figure 3). However, the petroleum ether extract revealed the presence of saponins. Similar results were obtained in 

the methanol and aqueous extracts of the Melia azedarach L.(Table 1). The results were in the order of methanol 

extract > aqueous extract > ethyl acetate extract > acetone extract > petroleum ether extract. 

CVV denotes Commercial variety Varsha; CVS denotes Commercial variety Shashi; MEAZ denotes Melia azedarach L. 

 

Quantification studies 

Since the qualitative phytochemical analysis revealed the presence of carbohydrates, proteins, lipids, phenols, 

alkaloids, flavonoids, terpenoids and tannins in the leaf samples of Melia dubia Cav. and Melia azedarach L., these 

phytoconstituents were quantified with their respective standards (glucose, BSA, cholesterol, gallic acid and tannic 

acid). Maximum amount of terpenoids in both the commercial varieties of Melia dubia Cav. (Varsha- 75.44 ± 0.28 mg/g 

and Shashi- 76.25 ± 0.45 mg/g) and in Melia azedarach L. (71.24 ± 0.33 mg/g) were observed. The results obtained were 

of the following order, Terpenoids > Phenols > Flavonoids > Alkaloids > Proteins > Tannins > Total Soluble Sugars 

> Lipids. It was revealed that no remarkable variations were found among the leaf extracts of commercial varieties of 

Melia dubia Cav. and the wild sp. Melia azedarach L. (Figure 4). 

 

Antibacterial assay 

Methanol extract of Melia dubia Cav., commercial varieties (Varsha and Shashi) and Melia azedarach L. at 100 µg mL-1 

showed maximum zone of inhibition of15.45 ± 0.23 mm, 16.33 ± 0.21 mm, 13.32 ± 0.25 mm against Bacillus cereus. 

There were no marked variations among the leaf extracts of commercial varieties of Melia dubia Cav. and the wild sp. 

Melia azedarach L. (Figure 5). 

 

Antioxidant assay 

Antioxidant activity carried out at different concentrations (100- 500 µg mL-1) of methanol and aqueous extracts of the 

leaf samples revealed inhibition of free radicals in a dose dependant manner. Antioxidant potential of the samples 

are determined based on the IC50 value. The IC50 value is the measure of the extract concentration that is required for 

50 % inhibition. Lesser IC50 value denotes the higher antioxidant potential of the sample extracts. Promising results 

were obtained in 500 µg mL-1 concentration of the leaf extracts. Methanol extract of Varsha showed maximum per 

cent inhibition of 66.34 ± 0.45 with IC50 value of 164.2 µg mL-1, followed by Shashi of 67.89 ± 0.56 with IC50 value of 

151.3 µg mL-1 and Melia azedarach L. showed 64.47 ± 0.77 per cent inhibition with IC50 value of 182.6 µg mL-1.Standard 

ascorbic acid had a per cent inhibition of 90 ± 1.5 at 500 µg mL-1 with IC50 value of 149.1 µg mL-1 (Figure 6). 
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Ultra Violet-Visible Spectrophotometer (UV-Vis) analysis 

UV-Visible spectrophotometer analysis revealed several peak values, where the methanol extract of Varsha, Shashi 

and Melia azedarach L. showed promising peaks at 668.50 nm, 656.00 nm, 614.50  nm, 536.00 nm, 465.50 nm, 460.00 

nm, 446.00 nm, 431.50 nm and 431.50 nm. An aqueous extract of Shashi indicated peaks at 399.00 nm, 389.00 nm, 

378.50 nm, 369 nm, 231.00 nm and 219.50 nm (Figure 7). All these peak values represent the characteristics of 

terpenoids in the Melia leaf extracts. 

 

Fourier Transform Infrared Spectrophotometer (FTIR) analysis 

FTIR analysis of the of the leaf sample extracts revealed the varied distribution of functional groups within the 

organic fractions and provides a basis for a comparison of compositional differences between the Melia dubia Cav. 

commercial varieties and Melia azedarach L.  Methanol and aqueous leaf extract of Varsha, Shashi and Melia azedarach 

L. showed different functional groups such as alkyl halides, aliphatic amines, sulfate, carboxylic acid, aromatics, 

amines, alkanes, 1˚,2˚amines- amides, alcohols, phenols and benzamide, alkynes, aromatics, aliphatic amines, 1˚ 

amines, isocyanate, alkanes, alcohol, phenols and aldehydes (Figure 8). The presence of all these functional groups in 

the leaf extracts strongly depicts the characteristics of terpenoids in the Melia leaf extracts. 

 

Thin Layer Chromatography (TLC) analysis 

Methanol extract of the commercial varieties of Melia dubia Cav., Varsha, Shashi and Melia azedarach L. using the 

solvent system Chloroform: Methanol (7:3), showed pale brownish colour with Rf values of 0.48, 0.55 and 0.43 

respectively indicating the presence of terpenoids (Figure 9). 

 

Gas Chromatography Mass Spectrometry (GC-MS) analysis 

GC-MS spectrum of the leaf samples of Melia dubia Cav. commercial varieties and Melia azedarach L. indicated the 

presence of various bioactive compounds which includes terpenoids (limonoids), phenols, primary metabolites, 

flavonoids and small functional groups  (Figure 10). However,Melianone with a peak area per cent of 82.4 was found 

to be in abundant in the commercial variety of Melia dubia Cav., Shashi followed by Varsha (79.1) and Melia azedarach 

L. (76.7). Further, there was not much variations in the presence of bioactive compounds between the commercial 

varieties and Melia azedarach L. (Tables 2). 

 

In silico molecular docking 

Since Melianone was found to be predominant in Melia dubia Cav., Shashi, it was subjected to in silico molecular 

docking. With respect to anthelmintic property with the target molecule, the Cysticercus gene, larval tapeworm 

(3MND), the docking analysis of Melianone from Shashi showed docking scores of -6.7, -6.4, -6.3 and -6.2 kcal/mol. 

Docking analysis of the standard albendazole indicated docking scores of -6.8, -6.7, -6.5 and -6.3 kcal/mol. With 

respect to antiviral property with the target molecule, Flavi virus gene (DENV) Dengue virus (5XAJ), the docking 

analysis of Melianone from Shashi showed docking scores of -6.7, -6.5, -6.4 and -6.1 kcal/mol. Docking analysis of the 

standard acetaminophen indicated docking scores of -6.9, -6.7, -6.4 and -6.2 kcal/mol(Figure 11).The leaf samples of 

Shashi revealed prominent binding affinity against the target molecules on par with the standard drugs (Albendazole 

and Acetaminophen).Thus, docking results are clear evidence for the commercial variety of Melia dubia Cav. having 

anthelmintic and antiviral properties confirming its pharmacological value. 

 

DISCUSSION 

 
Melia dubia Cav. is one of the short rotation money spinning tree species known as ‘Malabar Neem’ improving the 

socio-economic status of the farmers. In spite of its end uses, the pharmacological importance of various parts of the 

tree species which is not much explored in the commercial varieties. Different parts of the tree species are found to be 

with ample number of phytochemical components. Leaves are considered to be a warehouse of primary and 

secondary metabolites such as total soluble sugars, proteins, lipids, alkaloids, phenols, flavonoids, tannins and 

terpenoids. Certain terpenes have well characterized functions in plant growth (or) development and so can be 

Mahalakshmi and Uma Gowrie 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75737 

 

   

 

 

considered primary rather than secondary metabolites. For ex; The gibberellins, an important group of plant 

hormones are diterpenes with growth-regulating functions, originate from triterpenes. Terpenes are toxins and 

feeding deterrents to many herbivorous insects and mammals; thus, they appear to play important defensive roles in 

the plant kingdom. Among the non-volatile terpene anti herbivore compounds are the limonoids, a group of 

triterepenes (C30) well known as bitter substances. The most powerful deterrent to insect feeding known as 

Azadirachtin [26].Terpenoids or terpenes are involved in several metabolic pathways in the treatment of human 

diseases. These are classified as monoterpenes (C10), sesquiterpenes (C15), diterpenes (C20), and sesterterpenes 

(C25). They also exhibit biological activities against inflammation, malaria, cancer and several communicable 

diseases[27].Qualitative and quantitative analysis of phytochemicals between the Melia dubia Cav. commercial 

varieties and Melia azedarach L. was not found to have variations in distribution of plant metabolites.  

 

However, terpenoids were abundantly present in the leaf extracts. Terpenoids inhibit the nucleic acids, cytoplasmic 

membrane and energy metabolism resulting in potent antibacterial activity. Reactive oxygen species are formed by 

exogenous and endogenous chemicals or metabolic processes in the human body resulting in cell death and damage 

of healthy tissue. Leaves of Melia dubia Cav. commercial varieties are observed to be a potent antioxidant due to the 

presence of terpenoids (limonoids) [28].Chromatographic and characterization studies such as UV-Vis, FTIR, TLC 

and GC-MS analysis revealed the presence of various secondary metabolites especially terpenoids in the Melia dubia 

Cav. commercial varieties and Melia azedarach L. which are responsible for the promising antibacterial, antioxidant, 

antiviral and anthelmintic activities. Different functional groups may be attributed to the existence of variety of 

potential phytochemicals. Major bioactive limonoids in the Melia sp. include Melianone, Melianol, Meliacin, 

Meliacarpin, Meliartenin and Meliantriol[29]. However, Melianone was found abundantly present in Shashi 

followed by Varsha and then Melia azedarach L. indicating the presence of bioactive compounds with a varied area 

per cent distribution. It is a need of the hour to produce a novel drug using medicinal plant or tree species. In silico 

molecular docking confirmed the functional role of a melianone from Melia dubia Cav.  Mcule, an integrated drug 

discovery online platform. Melianone docked against the target protein molecules revealed promising anthelmintic 

and antiviral properties of the through maximum binding affinity or docking scores. More negative values are an 

indication of higher binding affinity. Rigid docking method which was followed where the bond angles, bond 

lengths were not modified at any stage of the analysis [9].Melia species are related to its limonoids (melianone) 

possessing a C-secoskeleton ring reported as being the most active resulting in the suppression of disease target 

genes [34].Promising binding affinities against the disease targets confirmed that Melia dubia Cav. commercial 

varieties are enriched with terpenoids (limonoids) which are of pharmacological value. Novelty and significant 

findings of the present study includes,  

1. First report on the bioprospecting of the leaf samples of the recently released commercial varieties of Melia 

dubia Cav. in comparison with Melia azedarach L. 

2. It provides a scientific validation to the primary and secondary phytoconstituents with its pharmaceutical 

properties in Melia dubia Cav. commercial varieties. 

3. These leaf samples can be recommended for pharmaceutical industries for the development of novel drugs 

with clinical trials. 

 

CONCLUSION 
 

The study has revealed that in addition to the end uses of the commercial varieties of Melia dubia Cav., its leaf 

samples are found to be the potential resources of phytoconstituents which can be extensively used in 

pharmaceutical industries. Thus, the promotion of extensive plantation using the superior commercial varieties of 

Melia dubia Cav. will be a suitable agro forestry model for generating livelihoods to the farmers in addition to its 

commercial end uses. 
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Table 1: Phytochemical screening of leaf extracts of Melia dubia Cav.commercial varieties and Melia azedarachL. 

using different solvents 

S.

No 

Phytoconsti

tuents 
Petroleum ether Ethyl acetate Acetone Methanol Aqueous 

  

CV

V 

C

VS 

ME

AZ 

CV

V 

C

VS 

ME

AZ 

CV

V 

C

VS 

ME

AZ 

CV

V 

C

VS 

ME

AZ 

CV

V 

C

VS 

ME

AZ 

1. 

Alkaloids: 

Mayer’s test 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

 

- 

Dragendroff

’s test 
+ + + + + + + + + + + + ++ ++ ++ 

2. 

Phenols: 

Ferric 

chloride test 

 

_ 

 

_ 

 

_ 

 

_ 

 

_ 

 

_ 

 

_ 

 

_ 

 

_ 

 

++ 

 

++ 

 

+ 

 

++ 

 

++ 

 

+ 
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Lead acetate 

test 
+ + + + + + + + + ++ ++ ++ ++ ++ ++ 

3. Glycosides _ _ _ _ _ _ _ _ _ + + + + + + 

4. Terpenoids + + + + + + + + + ++ ++ ++ ++ ++ ++ 

5. Flavonoids + + + + + + + + + ++ ++ ++ ++ ++ ++ 

6. Tannins + + + + + + + + + + + + + + + 

7. 
Carbohydra

tes 
_ _ _ _ _ _ _ _ _ + + + + + + 

8. 
Proteins and 

amino acids 
_ _ _ _ _ _ _ _ _ + + + + + + 

9. Lipids _ _ _ _ _ _ _ _ _ + + + + + + 

10. Saponins + + + _ _ _ _ _ _ _ _ _ _ _ _ 

+ indicates Presence, ++ indicates Strong presence, - indicates Absence 

 

Table 2: GC-MS analysis of methanol extract of Melia dubia Cav.- Shashi 

S.N

o 
Compound Name 

Retentio

n Time 

Molecula

r weight 

Molecula

r 

formula 

Peak 

area 

% 

Molecu

lar 

structu

re 

Biological activities 

(PubChem, NIST &ChEBI) 

1. 

2-

Chlorobenzimidazo

le 

6.238 152.58 
C7H5CIN

2 
55.23 

 

Strong pesticidal, anti-

microbial, anti-inflammatory 

and anticancer agent 

2. 1-Octadecyne 18.325 
250.5 

 

C18H34 

 

 

 

43.06 

 

 
 

Potent antimicrobial agent 

and an antioxidant 

3. 
Heptacosanoic 

acid, methyl ester 
19.170 

424.7 

 

C28H56O2 

 
43.11 

 
Anti-microbial agent 

4. 

Tetradecanoic acid, 

12-methyl-, methyl 

ester 

19.235 
256.42 

 

C16H32O2 

 
73.99 

 

Possess larvicidal and 

repellent activity 

5. 
N-Hexadecanoic 

acid 
20.090 

256.42 

 

C16H32O2 

 
43.04 

 

Exhibit anti-inflammatory, 

antioxidant, 

hypocholesterolemicnematici

dal, pesticidal, anti- 

androgenic, hemolytic 

properties. 

6. Oleic acid 21.506 
282.5 

 

C18H34O2 

 
44.05 

 

Has anti-inflammatory 

antiandrogenic, anticancer, 

insectifuge and antimicrobial 

properties 

7. 
E-2-Octadecadecen-

1-ol 
21.806 

268.5 

 

C18H36O 

 
45.11 

 
Pesticidal agent 
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8. Melianone 217.12 470.7 C30H46O4 82.40 
 

 

Strong antioxidant, anti-

inflammatory, 

pesticidalantimicrobial, 

anticancer properties 

  
Figure 1: (a) Luxuriant growth of commercial varieties 

of Melia dubia Cav.-(FRI/MD/232- Varsha and 

FRI/MD/349- Shashi) and (b) Leaf sample of Melia 

azedarach L. 

Figure 2: Leaves of commercial varieties of Melia dubia 

Cav. 

 
 

Figure 3: Phytochemical analysis of Melia leaf extracts- 

Terpenoids 

Figure 4: Quantitative analysis of the leaf samples of 

Melia dubia Cav. commercial varieties and Melia 

azedarach L. 

  
Figure 5: Antibacterial activity of methanol leaf extract 

(100 µg ml-1)of Melia dubia Cav. commercial varieties 

and Melia azedarach L. against different bacteria 

Figure 6: Antioxidant activity of methanol leaf extract 

of Melia dubia Cav. commercial varieties and Melia 

azedarach L.  

 

 
Figure 7:UV-Visible spectrum of leaf extracts of Melia 

dubia Cav. commercial varieties and Melia azedarach L. 

Figure 8:FTIR spectrum of leaf extracts of Melia dubia 

Cav. commercial varieties and Melia azedarach L. (a) & 
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(a) & (b) Methanol and aqueous extract of Varsha(c)& 

(d) Methanol and aqueous extract of Shashi (e) & (f) 

Methanol and aqueous extract of Melia azedarach L. 

 

(b) Methanol and aqueous extract of Varsha (c) & (d) 

Methanol and aqueous extract of Shashi (e) & (f) 

Methanol and aqueous extract of                                

Melia azedarach L. 

  
Figure 9: TLC analysis of methanol leaf extracts of 

terpenoids (a) Varsha (b) Shashi (c)                            

Melia azedarach L. 

Figure 10: GC-MS analysis of methanol leaf extracts -

Shashi 

 
Figure 11: Illustration of in silico molecular docking (a) & (b) Albendazole and Melianone docked against 

Cysticercus gene (larval tapeworm) (c) & (d) Acetaminophenand Melianone docked against Flavi virus gene 

(DENV) Dengue 
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The main focus of this paper is on the partial replacement of traditional fine aggregate with copper slag in 

concrete mixtures. It reviews existing research on this topic and presents a comprehensive analysis of the 

influence of copper slag as a replacement material on the compressive strength, tensile strength, and 

durability of concrete. By examining the relevant literature, this paper provides a thorough 

understanding of the benefits and limitations associated with the incorporation of copper slag in concrete. 

This review paper not only aims to inform researchers, engineers, and practitioners about the potential of 

copper slag in the construction industry but also underscores the need for sustainable and eco-friendly 

alternatives to conventional construction materials. It serves as a valuable resource for those seeking 

insights into the utilization of copper slag as a fine aggregate replacement and its impact on the 

performance of concrete structures. 
 

Keywords: Copper slag, fine aggregate, concrete, partial replacement, mechanical properties, 

durability, construction materials, and sustainability. 

 

INTRODUCTION 

 

Copper slag is a byproduct resulting from the extraction and refining of copper ore. This industrial waste material is 

generated during the process of smelting copper at high temperatures. Over the years, copper slag has gained 

attention and importance as a versatile material with numerous potential applications across various industries, 

including construction, engineering, and environmental sectors. Copper slag exhibits distinctive properties that make 

it a subject of growing interest. Its chemical composition comprises various oxides, such as iron, silica, alumina, 
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calcium oxide, and magnesium oxide, along with traces of heavy metals and other impurities. This unique 

composition contributes to its diverse properties, which include high hardness, durability, and resistance to abrasion. 

In the past, copper slag was predominantly considered as waste material and was often disposed of in landfills, 

leading to environmental concerns. However, in recent years, its potential as a sustainable resource has become 

increasingly recognized. Researchers and industries have explored innovative ways to reutilize copper slag, turning 

it from waste into a valuable raw material with numerous applications. One prominent application of copper slag is 

in the construction and civil engineering sectors, where it is commonly employed as a partial replacement for 

conventional fine aggregates in concrete production. This utilization not only reduces the environmental impact by 

recycling an otherwise discarded material but also enhances the mechanical and durability properties of concrete. 

Copper slag in concrete mixtures has shown promising results, with improved compressive strength, tensile strength, 

and resistance to harsh environmental conditions. Beyond construction, copper slag finds application in areas such as 

abrasives for surface preparation, the manufacturing of roofing granules, and even as a component in soil 

stabilization and road construction. Its versatility, combined with its sustainable attributes, positions copper slag as a 

material of significant interest in today's quest for eco-friendly and cost-effective solutions across various industries. 

In this introduction to copper slag, we will delve further into its properties, production processes, and the various 

applications that have emerged as a result of ongoing research and development. This paper aims to provide a 

comprehensive overview of copper slag, shedding light on its potential to contribute to a more sustainable and 

efficient industrial landscape. 

 

Copper Slag Valuable Industrial Properties 

 
1. Hardness: Copper slag is known for its high hardness, which makes it an excellent material for abrasive 

blasting. It is often used for cleaning, surface preparation, and rust or paint removal in industrial settings. 

2. Durability: The durability of copper slag is a significant advantage, particularly in construction. When used as 

a partial replacement for fine aggregate in concrete, it can enhance the concrete's resistance to wear and 

abrasion. 

3. Chemical Composition: Copper slag typically consists of oxides, including iron oxide, silica (silicon dioxide), 

alumina (aluminum oxide), calcium oxide, and magnesium oxide. The specific chemical composition may 

vary depending on the source and production process. 

4. Granular Texture: It usually has a granular texture, which makes it suitable for use as a coarse or fine 

aggregate in concrete mixes. The particle size distribution can be controlled to meet specific requirements in 

construction applications. 

5. Density: Copper slag has a density that is generally higher than that of natural aggregates, which can 

contribute to the improved density and strength of concrete when used as a partial replacement. 

6. Color: Copper slag typically has a dark color, which may vary from black to deep brown, depending on the 

source and impurities present. 

7. Low Absorption: Copper slag tends to have low water absorption, which can be advantageous in concrete 

production, as it helps reduce the overall water demand of the mix. 

8. Angular Shape: The particles of copper slag are often angular, which can contribute to better interlocking 

within concrete mixes, leading to enhanced mechanical properties. 

9. Chemical Inertness: Copper slag is generally chemically inert, meaning it does not react with most chemicals 

commonly found in construction and industrial environments, making it a stable material in various 

applications. 

10. High Melting Point: Copper slag results from the smelting of copper ore at high temperatures, which imparts 

it with a high melting point and resistance to thermal degradation. 

11. Non-Porous: It is non-porous, which means that it is less likely to absorb moisture, preventing potential 

deterioration due to freeze-thaw cycles in concrete applications. 
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Environmentally Sustainable 

The use of copper slag as a recycled material is environmentally friendly as it helps in reducing the disposal of 

industrial waste and conserving natural resources. It's important to note that the specific properties of copper slag 

can vary depending on the source and production process. Therefore, understanding the properties of a particular 

batch of copper slag is crucial when using it in specific applications. These properties make copper slag a versatile 

material with potential applications in construction, abrasives, and other industrial fields. The aim of using copper 

slag as a partial replacement for fine aggregate in concrete is multifaceted and involves several objectives, including:  

 

 Sustainability: The primary aim is to promote sustainability in construction by reducing the environmental 

impact. By reusing a waste material like copper slag, we can lower the demand for natural sand and gravel, 

which are finite resources. This helps in conserving natural resources and reducing the environmental 

footprint associated with mining and quarrying. 

 Waste Reduction: Another key aim is to address the issue of industrial waste management. Copper slag is a 

byproduct of the copper extraction and refining process. Utilizing it in construction reduces the amount of 

waste material that would otherwise end up in landfills, minimizing environmental pollution. 

 Improved Mechanical Properties: Incorporating copper slag in concrete aims to enhance the mechanical 

properties of the resulting material. Copper slag, due to its hardness and angular shape, can contribute to 

increased compressive strength, flexural strength, and abrasion resistance in concrete. This is particularly 

important in applications where durable and strong concrete is required, such as in roads, pavements, and 

industrial flooring. 

 Economic Benefits: By partially replacing fine aggregate with copper slag, there can be economic advantages. 

In some cases, copper slag may be more cost-effective than natural aggregates, leading to potential cost 

savings in concrete production. 

 Enhanced Durability: Copper slag can contribute to improved durability of concrete due to its low water 

absorption and resistance to chemical attacks. This is beneficial in applications exposed to aggressive 

environments, such as marine structures or structures subjected to chemical exposure. 

 Improved Workability: Depending on the particle size distribution and properties of the copper slag used, it 

can contribute to improved workability in concrete mixes, making it easier to handle and place during 

construction. 

 Reduced Environmental Impact: The production of concrete is associated with a significant carbon footprint. 

By using copper slag as a replacement for fine aggregate, we can reduce the carbon emissions associated with 

concrete production. Additionally, the use of copper slag in concrete can lower the demand for river sand, 

which can help protect river ecosystems and prevent illegal sand mining. 

 Research and Development: Using copper slag in concrete provides an avenue for ongoing research and 

development. Engineers and researchers aim to optimize the proportion of copper slag in concrete mixes, 

ensuring that it meets specific performance and sustainability goals. In summary, the aim of using copper slag 

as a partial replacement for fine aggregate in concrete is to create a more sustainable, durable, and cost-

effective construction material while also addressing waste management and environmental concerns. This 

approach aligns with the broader goal of promoting eco-friendly practices in the construction industry. 

 

 

METHODOLOGY-RELATED WORK 

 
M. Pavan Kumaret al., (2015) [3] in their study the current construction industry faces a challenge of replacing natural 

resources in the production of cement and sand. This study addresses this issue by exploring the use of industrial by-

products, namely Copper slag and Ground Granulated BlastFurnace Slag (GGBS), derived from the manufacturing 

processes of copper andiron. The incorporation of these materials not only lowers construction costs but also 

contributes to environmental sustainability by utilizing materials that are typically considered waste. The research 

focuses on optimizing a concrete mix with a grade of M25 by partially replacing cement with GGBS and sand with 
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Copper Slag. Various replacement percentages are considered: for cement, 0% (without GGBS), 5%, 10%, 15%, and 

20%, and for sand, 0% (without copper slag), 10%, 20%, 30%, and 40%. An experimental study is conducted to assess 

the workability and strength characteristics of the resulting concrete.The properties of the concrete are evaluated 

through compressive, flexural, and split tensile strength tests, comparing the performance of the mixtures with GGBS 

and Copper slag replacements to conventional concrete. The study aims to provide insights into the mechanical 

behavior of the concrete mix with these advanced mineral admixtures, offering a potential solution to both cost 

reduction and environmental impact in construction practices. M. V. Patil et al., (2015) [5] in their research copper 

slag, a by-product from the copper smelting and refining process, was examined in this study as a partial 

replacement for sand in concrete. Six sets of concrete mixtures were created, incorporating varying proportions of 

copper slag, ranging from 0% to 100%. The experimental procedure involved testing concrete specimens at different 

curing periods (7, 28, 56 days) to assess compressive strength. The findings revealed that the addition of copper slag 

to sand, in percentages from 0% to 100%, resulted in increased compressive strength and flexural strength of the 

concrete. This improvement is attributed to the high toughness of copper slag, suggesting its potential as a beneficial 

and effective partial replacement for sand in concrete mixes. Zine Kiran Sambhaji et al., (2016) [8] this study explores 

the use of copper slag, an industrial byproduct from copper manufacturing, as a substitute for fine aggregate in M25 

grade concrete. Approximately 26.6 million tons of copper slag are generated in the copper industry worldwide. 

 

The objective is to promote the utilization of this byproduct in construction materials. Various concrete mixtures 

were prepared with different proportions of copper slag, ranging from 0% to 100%, and tested for strength, 

workability, and durability. The results indicate that 50% copper slag and 50% sand (CS+50%S) provide an optimal 

proportion for use as a replacement material in concrete. This mixture exhibits High-Performance Concrete (HPC) 

characteristics. Additionally, a 30% replacement of copper slag in the concrete mix also demonstrates HPC 

characteristics. The study concludes that, based on test results surpassing the control mix, it is feasible to fully replace 

fine aggregate with copper slag (100% CS) in concrete. The flexibility in proportion allows for customization based on 

specific construction requirements. Arivalagan.Set al., (2013) [9] The research focuses on waste management 

strategies, particularly the partial replacement of sand with Copper Slag in mortar and concrete due to the scarcity of 

fine aggregate. Copper slag, a byproduct from sterlite industries, is explored as a potential replacement for sand. 

Various concrete mixtures with different percentages of copper slag (ranging from 0% to 100%) were tested for 

compressive strength, split tensile strength, and flexural strength after a 28-day curing period. The highest 

compressive strength achieved was 35.11MPa at 40% replacement, compared to the control mix at 30MPa. The study 

concludes that using copper slag as a fine aggregate in concrete significantly enhances compressive, split tensile, and 

flexural strength, as well as energy absorption characteristics. 

 

PRODUCTION OF COPPER SLAG 

Copper slag is a by-product generated during the smelting and refining of copper ore. It is typically produced in 

copper mines and metallurgical operations. Here's an overview of the production of copper slag 

 Copper Ore Mining: The process begins with the extraction of copper ore from mines. Copper ore contains 

various minerals, including copper, along with impurities and gangue materials. 

 Crushing and Grinding:  The mined copper ore is usually crushed and ground into smaller particles to 

facilitate the extraction of copper minerals. This process involves the use of crushers and mills. 

 Concentration: After crushing and grinding, the copper-bearing minerals are separated from the gangue 

materials through a process called concentration. This often involves froth flotation, wherechemicals and air 

bubbles are used to separate the copper minerals from other minerals in the ore. 

 Smelting: The concentrated copper ore is then subjected to high-temperature smelting in a furnace. During 

smelting, the copper concentrates are heated to separate the copper from the impurities. This process 

generates liquid copper and a slag that is rich in non-copper minerals. 

 Slag Separation: The molten slag, which is less dense than the copper, rises to the top and is separated from 

the copper. This slag is typically removed from the surface of the copper and allowed to cool. 

 Solidification: The separated slag is then allowed to cool and solidify. As it cools, it forms a glassy or 
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granulated material, depending on the cooling process used. 

 Processing: Depending on the specific operation and its environmental regulations, the copper slag may 

undergo further processing or treatment to reduce its environmental impact or recover additional metals. 

Copper slag can be used in various applications, including as an abrasive material for sandblasting, in the 

construction industry for making cement and concrete, and as an aggregate in road construction. It is important to 

manage copper slag responsibly to minimize its environmental impact and potential health risks associated with its 

use. Regulations and practices for handling and disposing of copper slag may vary by location and jurisdiction. 

USES OF COPPER SLAG 

 

 Sandblasting Abrasive: Copper slag is often used as an abrasive material in sandblasting operations. It is an 

effective abrasive due to its hardness, angular shape, and high density. It can remove rust, paint, and other 

surface contaminants from various materials. 

 Construction and Concrete: Copper slag can be used as a partial replacement for sand in concrete and cement 

applications. When used in concrete, it can improve its strength, durability, and resistance to corrosion. The slag 

can also be used as a fine or coarse aggregate in concrete mixtures. 

 Road Construction: In road construction, copper slag can be used as an aggregate in asphalt mixes and road 

bases. It provides stability and improves the wear resistance of the road surface. 

 Tile and Ceramic Industry: Copper slag can be used as a raw material in the production of ceramic tiles and 

bricks. It helps in reducing the firing temperature required for these products. 

 Water Filtration: Copper slag can be utilized in water filtration processes. It can remove contaminants and 

impurities from water, making it suitable for industrial and environmental applications. 

 Roofing Granules: Copper slag can be processed into granules and used as roofing granules for shingles. These 

granules provide color and protection to the roofing material. 

 Ship Ballast: In some cases, copper slag has been used as ship ballast, helping to maintain stability in marine 

vessels. 

 Landscaping and Abrasive Blasting: Copper slag can be used in landscaping projects, as well as for abrasive 

blasting in various industries, such as metal cleaning and paint removal. 

 Wastewater Treatment: Copper slag can aid in wastewater treatment processes, helping to remove heavy 

metals and contaminants from wastewater. 

 

Soil Stabilization 

It can be used for soil stabilization in construction projects to enhance the load-bearing capacity of the soil. It's 

important to note that the suitability of copper slag for a particular application depends on its specific characteristics, 

such as particle size, shape, and chemical composition. Additionally, local regulations and environmental 

considerations should be taken into account when using copper slag, as it may contain trace elements and impurities 

that need to be managed properly to prevent environmental contamination. While copper slag has several 

advantages, it also has some disadvantages and potential drawbacks, including: 

 

• Environmental Concerns: Copper slag may contain trace elements and impurities, including heavy metals, 

which can be a concern for the environment if not properly managed. Disposing of copper slag without 

appropriate measures can lead to soil and water contamination. 

• Health Risks: The dust generated during the handling and processing of copper slag can pose health risks to 

workers if inhaled. Adequate safety precautions and personal protective equipment are necessary when 

working with copper slag. 

• Variable Quality: The quality and properties of copper slag can vary depending on its source and production 

methods. Inconsistent quality can lead to difficulties in achieving desired results in various applications. 

• Abrasiveness: While its abrasive properties are advantageous for some applications, the high abrasiveness of 
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copper slag can be damaging to certain surfaces or materials, requiring careful selection of abrasive materials 

for specific jobs. 

• Containment and Handling Costs: Proper containment and handling of copper slag are essential to prevent 

environmental and health issues. Managing and disposing of copper slag can incur additional costs for 

businesses. 

• Limited Availability: The availability of copper slag is limited to areas near copper smelting and refining 

operations, which may not be readily accessible in all regions. 

• Not Suitable for All Applications: Copper slag is not suitable for all applications. Its use should be carefully 

considered and evaluated for compatibility with specific project requirements and environmental regulations. 

• Regulatory Compliance: Compliance with environmental and safety regulations may require additional 

measures and costs when using copper slag in various applications. 

• Alternative Materials: In some cases, alternative materials may be more suitable or cost-effective for specific 

applications, making copper slag less competitive in those contexts. It's essential to understand these 

disadvantages and take appropriate precautions when using copper slag in various applications to mitigate 

potential risks and ensure responsible and safe utilization. Additionally, local regulations and environmental 

considerations must be followed to manage copper slag effectively. This review is about to partial 

replacement of copper slag as a fine aggregate. Many other papers are studied by author to know the results. 

 

TESTING METHODS FOR HARDENED CONCRETE WITH COPPER SLAG REPLACEMENT 

Methods of Testing for Both hardened concrete and partial replacement with copper slag as a fine aggregate. 

 

 Improved Strength: Partial replacement of fine aggregate with copper slag can lead to improved 

compressive and flexural strength in concrete, enhancing its structural performance. 

 Enhanced Durability: Concrete incorporating copper slag as a partial replacement for fine aggregate tends 

to exhibit improved resistance to chemical attacks, corrosion, and abrasion. 

 Reduction in Environmental Impact: Using copper slag as a fine aggregate replacement in concrete helps 

reduce the demand for natural sand, promoting resource conservation and sustainable construction 

practices. 

 Reduced Carbon Footprint: The use of copper slag can lead to a reduction in the carbon footprint of concrete 

production, as it often requires less energy compared to natural sand. 

 Improved Workability: Concrete containing copper slag may exhibit good workability, making it easier to 

handle and place during construction. 

 Cost Savings: Copper slag is often more cost-effective than natural sand, which can lead to cost savings in 

concrete production. 

 Enhanced Aesthetics: Copper slag can provide a unique texture and color to concrete, which may be 

desirable for architectural and decorative purposes. 

 Regulatory Compliance: Ensure that the use of copper slag in concrete complies with local regulations and 

standards to address any potential environmental or safety concerns. 

 Optimal Mix Design: To achieve the desired concrete properties, it's important to conduct appropriate mix 

design tests when using copper slag as a replacement for fine aggregate. 

 Quality Control: Quality control measures should be in place to ensure consistent and reliable results when 

using copper slag in concrete production. 

 Health and Safety: Protect workers from potential health hazards by implementing safety measures, such as 

dust control, when handling and processing copper slag. 

 Optimal Percentage: The percentage of copper slag used as a replacement for fine aggregate should be 

carefully determined based on the specific concrete requirements and project goals. 

 Research and Testing: Consider conducting research and testing to evaluate the performance of concrete 

with copper slag under local conditions and in accordance with applicable standards. 

 Long-Term Performance: Assess the long-term durability and performance of concrete containing copper 

slag to ensure it meets the project's requirements and remains structurally sound over time. 

Dindod Rutika and Sharma Ankita 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75749 

 

   

 

 

 Environmental Impact Assessment: Evaluate the environmental impact of sourcing and using copper slag, 

taking into account transportation, production, and disposal considerations. 

 Cost-Benefit Analysis: Conduct a cost-benefit analysis to determine the economic advantages of using 

copper slag as a fine aggregate replacement in concrete. 

When using copper slag as a partial replacement for fine aggregate in concrete, it's essential to strike a balance 

between achieving the desired performance improvements and ensuring compliance with local regulations and 

safety standards. Proper mix design and quality control are critical to the success of such applications. 

 

   CONCLUSION 

 
The partial replacement of copper slag as a fine aggregate in concrete presents a promising solution to address the 

challenges associated with traditional fine aggregates. While it offers advantages in terms of strength, durability, and 

environmental sustainability, its successful implementation requires careful consideration of mix design, regulatory 

compliance, safety, and long-term performance. Further research and practical applications are essential to harness 

the full potential of copper slag in the construction industry. This review paper underscores the importance of 

responsible and informed use of copper slag in concrete to meet the growing demand for sustainable and eco-

friendly construction practices. 
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This paper proposes a fractional variable-order model of glucose-insulin interaction in the sense of 

Liouville-Caputo, Caputo-Fabrizio and Atangana -Baleanu fractional derivatives. To establish the 

equilibrium point and test the stability of the fractional model. Existence and Uniqueness of fractional 

solutions have been demonstrated by using Lipschitz condition. Numerical simulations have been 

performed by means of Liouville-Caputo, Caputo-Fabrizio and Atangana -Baleanu sense and graphical 

results using various values of the fractional order parameter for the dynamics of the model are 

presented. 
 

Keywords: Fractional variable-order model, Lipschitz condition,  Liouville-Caputo, Caputo-Fabrizio,  

Atangana-Baleanu 

 

INTRODUCTION 

 

People of all ages are affected by the metabolic disorder known as diabetes mellitus (DM), or simply diabetes. Now, 

diabetes has become an epidemic and is associated with serious side effects like blindness, retinopathy, nephropathy, 

and peripheral neuropathy. Every year, the number of people with diabetes worldwide rises. Numerous 
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mathematicians modeled the interactions between insulin and glucose within the human body.  Such models are 

commonly restricted to ordinary differential equations. The minimal model, which is used to interpret the results of 

the intravenous glucose tolerance test (IVGT), is the most commonly used model in the study of diabetes. A three-

compartment minimal model was developed in 1981 by Bergman et al.[1] in order to analyze and quantify insulin 

sensitivity and pancreatic responsiveness to the glucose tolerance of human subjects. De Gstateaetano and A. 

Arino[2] modified the minimal  model by incorporating the insulin dynamics. There are three state variables in their 

updated model. The plasma glucose concentration is represented by 𝐺(𝑡), the insulin concentration is represented by 

𝐼 𝑡 , and the insulin-excitable tissue glucose up take activity is described by 𝑋 𝑡 , an auxiliary function. Differential 

equations of integer order are generalized to form fractional differential equations. Only the fractional derivatives of 

Caputo-Fabrizio (CF)[3] and Atangana-Baleanu (AB)[4] have non-singular kernels; the kernels of Riemann-Liouville 

and Caputo exhibit singularity. Fractional calculus has been used by numerous mathematicians and researchers to 

simulate real-world issues [5–15], especially in the field of medicine [16–26]. In view of the above, this study is 

motivated by the application of the variable- order fractional derivative in Liouville-Caputo, Caputo-Fabrizio and 

Atangana-Baleanu sense to understand the dynamic behaviour of glucose-insulin interaction model. The present 

paper is organized as follows: Section 2,  gives the necessary preliminary information for the fractional model. 

Section 3 describes the classical version of glucose-insulin interaction model and its corresponding fractional order 

model.  Section 4 is for finding the equilibrium points and checks the stability of the proposed fractional model. 

Section 5 presents the existence and uniqueness of fractional solutions. Numerical results and simulations for the 

proposed fractional model are discussed in Section 6.Section 7, summarizes all obtained results of the work. 

 

PRELIMINARIES 

 
This section provides some basic definitions of fractional calculus which are used in subsequent sections. 

 

Defintion 2.1:The Liouville–Caputo (LC)fractional derivative with variable-order 𝛼 (t) is defined as [32] 

𝐷𝑡
α(t) 

0
𝐿𝐶 𝑓(𝑡) = 

1

⎾1−α(t)
∫  𝑡 − 𝑢 −α(t)𝑡

0
𝑓 𝑢 𝑑𝑢          , 0 <α(t) ≤ 1 

 

Defintion 2.2:The Caputo–Fabrizio(CF)derivative with variable-order 𝛼 (t) in Liouville–Caputo sense is defined as 

follows 

𝐷𝑡
α(t)

0
𝐶𝐹 𝑓 𝑡 =

 2−α(t) 𝑀 𝛼(𝑡) 

2 1−𝛼(𝑡) 
∫ exp[

−α(t))

 1−α(t)) 

𝑡

0
(𝑡 − 𝑢)]𝑓′(𝑢)𝑑𝑢  , 0 <α(t)<1 

where 𝑀 𝛼(t) =
2

2−α(t))
 is a normalization function. 

 

Definition 2.3: The Atangana–Baleanu (AB) fractional derivative with variable-order 𝛼 (t) in Liouville–Caputo sense 

is defined as follows  

𝐷𝑡
α(t)

0
𝐴𝐵 𝑓 𝑡 =

𝐵 α(t) 

 1−α(t) 
∫ 𝐸𝛼(𝑡)[

−α(t)

 1−α(t) 

𝑡

0
(𝑡 − 𝑢)α(t))]𝑓′(𝑢)𝑑𝑢 , 0 <α(t) ≤ 1 

where𝐵 α(t) = 1 − α(t) +
α(t)

⎾α(t)
 is a normalization function. 

 

Remark: When 𝛼 (t) is a constant , then we retrieve the constant order fractional derivative in Liouville-Caputo, 

Caputo-Fabrizio and AtanganaBaleanu sense. 

 

Model formulation in Classical and Fractional Sense 

Classical model of Glucose-Insulin interaction inside the body of diabetes patients 

Many Mathematical models are used to analyse glucose-insulin interaction of diabetic patients. A simplified 

regulation model of glucose insulin interaction given in [31] is considered here. The model formulation as in [31] is 
𝑑𝐺

𝑑𝑡
=  −𝑠1𝐺 𝑡 − 𝑠2𝐺 𝑡 𝐼 𝑡 + 𝑠1𝐺𝑏   ;   𝐺 0 = 𝐺0 

Saradhadevi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75752 

 

   

 

 

𝑑𝑋

𝑑𝑡
=  −𝑠2𝑋 𝑡 + 𝑠3𝐼 𝑡 − 𝑠3𝐼𝑏   ;   𝑋 0 = 𝑋0                                                                                         (1) 

𝑑𝐼

𝑑𝑡
=  𝑠4𝐺 𝑡 − 𝑠5𝐼 𝑡 + 𝑠5𝐼𝑏   ;   𝐼 0 = 𝐼0 

where the plasma glucose concentration is referred to as G(t), generalized insulin variable for the remote 

compartment is represented as X(t), and the plasma insulin concentration is denoted as I(t). To explain the spread of 

the disease in a particular population, 𝐺𝑏  indicates the basal blood glucose concentration, 𝐼𝑏represents the basal blood 

insulin concentration, 𝑠1 signifies the glucose clearance rate that is not influenced by insulin, 𝑠2 is the rate at which 

active insulin is cleared, 𝑠3 reflects the independent increase of insulin in the ability of glucose uptake in tissues per 

unit of insulin concentration𝐼𝑏  , 𝑠4indicates the rate at which pancreatic β-cells release insulin after a glucose injection 

with glucose concentration 𝐺𝑏 , and 𝑠5 is the decay rate for insulin in plasma when pancreatic β-cells release insulin. 

 

Fractional version of the classical model 

The fractional model of the system (1) is obtained by replacing the classical derivative by the operator 
   𝑑𝛼(𝑡)𝑓(𝑡)

𝑑𝑡
 

   𝑑𝛼(𝑡)𝐺(𝑡)

𝑑𝑡
=  −𝑠1

𝛼(𝑡)
𝐺 𝑡 − 𝑠2

𝛼(𝑡)
𝐺 𝑡 𝐼 𝑡 + 𝑠1

𝛼(𝑡)
𝐺𝑏   ;   𝐺 0 = 𝐺0 

   𝑑𝛼(𝑡)𝑋(𝑡)

𝑑𝑡
 =  −𝑠2

𝛼 𝑡 𝑋 𝑡 + 𝑠3
𝛼 𝑡 𝐼 𝑡 − 𝑠3

𝛼 𝑡 𝐼𝑏   ;   𝑋 0 =X0                                                                                                                                                                       (2) 

   𝑑𝛼(𝑡)𝐼(𝑡)

𝑑𝑡
=  𝑠4

𝛼(𝑡)
𝐺 𝑡 − 𝑠5

𝛼(𝑡)
𝐼 𝑡 + 𝑠5

𝛼(𝑡)
𝐼𝑏   ;   𝐼 0 = 𝐼0 

The equilibria of the above fractional-order model can be obtained from 
   𝑑𝛼(𝑡)𝐺(𝑡)

𝑑𝑡
=0 ,

   𝑑𝛼(𝑡)𝑋(𝑡)

𝑑𝑡
=0 and 

   𝑑𝛼(𝑡)𝐼(𝑡)

𝑑𝑡
=0. 

It was observed that the system (1) has two equilibria, namely the disease free equilibrium (𝐸𝑑𝑓  ) and the endemic 

equilibrium ( 𝐸𝑒𝑛𝑑 ).The disease free equilibrium point of model (2) is 𝐸𝑑𝑓  = 𝐺𝑏 , 0,0 and the endemic equilibrium is 

 𝐸𝑒𝑛𝑑 =  𝐺∗,𝑋∗, 𝐼∗  

where𝐺∗ =
𝑠1
𝛼(𝑡)

𝐺𝑏

𝑠1
𝛼(𝑡)

𝐺 𝑡 +𝑠2
𝛼(𝑡)

𝐼∗
   ,  𝑋∗ =  

−𝑠3
𝛼(𝑡)

(𝐼∗−𝑠3
𝛼(𝑡)

𝐼𝑏 )

𝑠2
𝛼(𝑡)  ,  

𝐼∗ =
− 𝑠1

𝛼(𝑡)
𝑠2

𝛼(𝑡)
− 𝑠2

𝛼(𝑡)
𝑠5

𝛼(𝑡)
𝐼𝑏  ±   𝑠1

𝛼(𝑡)
𝑠2

𝛼(𝑡)
− 𝑠2

𝛼(𝑡)
𝑠

5

𝛼(𝑡)
𝐼𝑏  

2
+ 4(𝑠2

𝛼(𝑡)
𝑠

5

𝛼(𝑡)
)(𝑠1

𝛼(𝑡)
𝑠

5

𝛼(𝑡)
𝐼𝑏 + 𝑠1

𝛼(𝑡)
𝑠4

𝛼(𝑡)
𝐺𝑏 )

2(𝑠2
𝛼(𝑡)

𝑠
5

𝛼(𝑡)
)

 

The jacobian matrix corresponding to disease free equilibrium point and endemic equilibrium point is given by 

𝑱𝒅𝒇 =

 
 
 
 −𝒔𝟏

𝜶(𝒕)
𝟎 −𝒔𝟐

𝜶(𝒕)
𝑮

𝟎 −𝒔𝟐
𝜶(𝒕)

𝟎

𝟎 𝟎 −𝒔𝟓
𝜶(𝒕)

 
 
 
 
and 

𝑱𝒆𝒏𝒅 =

 
 
 
 −𝒔𝟏

𝜶(𝒕)
− 𝒔𝟐

𝜶(𝒕)
𝑰∗ 𝟎 −𝒔𝟐

𝜶(𝒕)
𝑮∗

𝟎 −𝒔𝟐
𝜶(𝒕)

𝒔𝟑
𝜶(𝒕)

𝟎 𝟎 −𝒔𝟐
𝜶(𝒕)

𝒔𝟒
𝜶(𝒕)

𝑮∗ − 𝒔𝟏
𝜶(𝒕)

𝒔𝟓
𝜶(𝒕)

− 𝒔𝟐
𝜶(𝒕)

𝒔𝟓
𝜶(𝒕)

𝑰∗ 
 
 
 
 

The eigen values of the above jacobian matrix  𝑱𝒅𝒇 and 𝑱𝒆𝒏𝒅 are obtained by using the characterstic equation  

Det(J-𝜆I)=0.For disease free equilibrium point the eigen values are𝝀𝟏 = −𝒔𝟏
𝜶 𝒕  , 𝝀𝟐 = −𝒔𝟐

𝜶 𝒕  ,𝝀𝟑 = −𝒔𝟓
𝜶 𝒕 and for 

endemic case  𝝀𝟏 =  −𝒔𝟏
𝜶(𝒕)

− 𝒔𝟐
𝜶(𝒕)

𝑰∗,𝝀𝟐 = −𝒔𝟐
𝜶(𝒕)

 ,𝝀𝟑 = −[𝒔𝟐
𝜶(𝒕)

𝒔𝟒
𝜶(𝒕)

𝑮∗ + 𝒔𝟏
𝜶(𝒕)

𝒔𝟓
𝜶(𝒕)

+ 𝒔𝟐
𝜶(𝒕)

𝒔𝟓
𝜶(𝒕)

𝑰∗] 

In both cases, the eigen values are negative, hence the system (2) is locally asymptotically stable at (𝐸𝑑𝑓  )and  ( 𝐸𝑒𝑛𝑑 ). 

 

Existence and Uniqueness of Fractional solutions 

Existence and Uniqueness of Fractional solutions by the Liouville-Caputo model 

In this section, we establish the existence and uniqueness of solutions of the Liouville- Caputo model. 

 Let us construct the system (2) as 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑳𝑪  𝑮 𝒕  = 𝑭𝟏 𝒕,𝑮 = −𝒔𝟏

𝜶(𝒕)
𝑮 𝒕 − 𝒔𝟐

𝜶(𝒕)
𝑮 𝒕 𝑰 𝒕 + 𝒔𝟏

𝜶(𝒕)
𝑮𝒃 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑳𝑪  𝑿 𝒕  = 𝑭𝟐 𝒕,𝑿 = −𝒔𝟐

𝜶(𝒕)
𝑿 𝒕 + 𝒔𝟑

𝜶(𝒕)
𝑰 𝒕 − 𝒔𝟑

𝜶(𝒕)
𝑰𝒃                                                                                                              (3) 
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𝑫𝒕
𝜶(𝒕)

𝟎
𝑳𝑪  𝑰 𝒕  = 𝑭𝟑 𝒕, 𝑰 = 𝒔𝟒

𝜶(𝒕)
𝑮 𝒕 − 𝒔𝟓

𝜶(𝒕)
𝑰 𝒕 + 𝒔𝟓

𝜶(𝒕)
𝑰𝒃 

By using Liouville-Caputo fractional integral operator to the above system, we get 

𝑮 𝒕 − 𝑮 𝟎 =
𝟏

⎾𝜶(𝒕)
  𝒕 − 𝒌 𝜶(𝒕)−𝟏

𝒕

𝟎

𝑭𝟏 𝑲,𝑮(𝒕) 𝒅𝒌 

𝑿 𝒕 − 𝑿 𝟎 =
𝟏

⎾𝜶(𝒕)
∫  𝒕 − 𝒌 𝜶(𝒕)−𝟏𝒕

𝟎
𝑭𝟐 𝑲,𝑿(𝒕) 𝒅𝒌     

𝑰 𝒕 − 𝑰 𝟎 =
𝟏

⎾𝜶(𝒕)
  𝒕 − 𝒌 𝜶(𝒕)−𝟏

𝒕

𝟎

𝑭𝟑 𝑲, 𝑰(𝒕) 𝒅𝒌 

We will show that the kernel 𝑭𝒊 for 𝒊 = 𝟏, 𝟐,𝟑 follows the Lipschitz condition and contraction. 

 

Theorem 4.1.1: 

The kernel 𝑭𝒊 𝑲,𝑮   for𝒊 = 𝟏,𝟐,𝟑  satisfies Lipschitz condition and contraction if the following inequality 𝟎 ≤ 𝒓𝒊 <

𝟏holds. 

Proof: 

Consider two functions 𝑮𝒂𝒏𝒅𝑮  

 𝑭𝟏 𝒕,𝑮 − 𝑭𝟏 𝒕,𝑮   =  −𝒔𝟏
𝜶(𝒕)

𝑮 − 𝒔𝟐
𝜶(𝒕)

𝑮𝑰 + 𝒔𝟏
𝜶(𝒕)

𝑮 + 𝒔𝟐
𝜶(𝒕)

𝑮 𝑰 + 𝒔𝟏
𝜶(𝒕)

𝑮𝒃 − 𝒔𝟏
𝜶(𝒕)

𝑮𝒃
      

                                         ≤ 𝒔𝟏
𝜶(𝒕) 𝑮 − 𝑮  + 𝒔𝟐

𝜶(𝒕) 𝑰  𝑮 − 𝑮   

                                         ≤ [𝒔𝟏
𝜶(𝒕)

+ 𝒔𝟐
𝜶(𝒕)

𝒖𝟑] 𝑮− 𝑮   

                                          ≤ 𝒓𝟏 𝑮 − 𝑮                                                                  (4) 

where  𝑮(𝒕) ≤ 𝒖𝟏,  𝑿(𝒕) ≤ 𝒖𝟐  , 𝑰(𝒕) ≤ 𝒖𝟑 and 𝒓𝟏 = 𝒔𝟏
𝜶(𝒕)

+ 𝒔𝟐
𝜶(𝒕)

𝒖𝟑are positive constants .As a result, the Lipschitz 

condition is met for 𝒓𝟏and if 𝟎 ≤ 𝒓𝟏 < 𝟏,then 𝒓𝟏follows contraction. Similarly, it can be exihibited and demonstrated 

in the other equations as follows  

 𝑭𝟐 𝒕,𝑿 − 𝑭𝟐 𝒕,𝑿   ≤ 𝒓𝟐 𝑿 − 𝑿   

 𝑭𝟑 𝒕, 𝑰 − 𝑭𝟑 𝒕, 𝑰   ≤ 𝒓𝟑 𝑰 − 𝑰   

Therefore  𝑭𝒊 satisfies Lipschitz condition. Also, if 𝟎 ≤ 𝒓𝒊 < 𝟏, then the kernels follows contractions. 

From system (3), the recurrent form can be written as follows 

𝜱𝟏𝒏 = 𝑮𝒏 𝒕 − 𝑮𝒏−𝟏 𝒕 =
𝟏

⎾𝜶(𝒕)
  𝒕 − 𝒌 𝜶(𝒕)−𝟏

𝒕

𝟎

[𝑭𝟏 𝑲,𝑮𝒏−𝟏 − 𝑭𝟏 𝑲,𝑮𝒏−𝟐 ]𝒅𝒌 

𝜱𝟐𝒏 = 𝑿𝒏 𝒕 − 𝑿𝒏−𝟏 𝒕 =
𝟏

⎾𝜶(𝒕)
  𝒕 − 𝒌 𝜶(𝒕)−𝟏

𝒕

𝟎

[𝑭𝟐 𝑲,𝑿𝒏−𝟏 − 𝑭𝟐 𝑲,𝑿𝒏−𝟐 ]𝒅𝒌 

𝜱𝟑𝒏 = 𝑰𝒏 𝒕 − 𝑰𝒏−𝟏 𝒕 =
𝟏

⎾𝜶(𝒕)
  𝒕 − 𝒌 𝜶(𝒕)−𝟏

𝒕

𝟎

[𝑭𝟑 𝑲, 𝑰𝒏−𝟏 − 𝑭𝟑 𝑲, 𝑰𝒏−𝟐 ]𝒅𝒌 

Using the initial conditions𝑮 𝒕 = 𝑮(𝟎), 𝑿 𝒕 = 𝑿(𝟎),𝑰 𝒕 = 𝑰(𝟎)for the above equation and taking norm, we get  

 𝜱𝟏𝒏(𝒕) =  𝑮𝒏 𝒕 − 𝑮𝒏−𝟏 𝒕  =  
𝟏

⎾𝜶(𝒕)
  𝒕 − 𝒌 𝜶(𝒕)−𝟏

𝒕

𝟎

[𝑭𝟏 𝑲,𝑮𝒏−𝟏 − 𝑭𝟏 𝑲,𝑮𝒏−𝟐 ]𝒅𝒌  

≤
𝟏

⎾𝜶(𝒕)
  (𝒕 − 𝒌)𝜶(𝒕)−𝟏[𝑭𝟏 𝑲,𝑮𝒏−𝟏 − 𝑭𝟏 𝑲,𝑮𝒏−𝟐 ] 

𝒕

𝟎

𝒅𝒌 

Now using Lipschitz condition in the above equation, we obtain 

 𝜱𝟏𝒏(𝒕) ≤
𝒓𝟏

⎾𝜶(𝒕)
  𝜱𝟏(𝒏−𝟏)(𝒌) 𝒅𝒌

𝒕

𝟎
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Similarly, 

 𝜱𝟐𝒏(𝒕) ≤
𝒓𝟐

⎾𝜶(𝒕)
  𝛷𝟐(𝒏−𝟏)(𝒌) 𝒅𝒌

𝒕

𝟎

 

 𝜱𝟑𝒏(𝒕) ≤
𝒓𝟐

⎾𝜶(𝒕)
∫  𝜱𝟑(𝒏−𝟏)(𝒌) 𝒅𝒌

𝒕

𝟎
                                                                                                                                                            (5)                                                                                 

 which implies that it can be written as 

𝑮𝒏 𝒕 =  𝜱𝟏𝒊(𝒕)𝒏
𝒊=𝟏  ; 𝑿𝒏 𝒕 =  𝜱𝟐𝒊

𝒏
𝒊=𝟏 (𝒕),𝑰𝒏 𝒕 =  𝜱𝟑𝒊(𝒕)𝒏

𝒊=𝟏  

 

Theorem 4.1.2: 

The Liouville -Caputo model (3) has system of solutions if there exists t >1 such that 
𝒓𝒊𝒕

⎾𝜶(𝒕)
≤ 𝟏 for i=1,2,3 

Proof: 

Consider, 

 𝜱𝟏𝒏(𝒕) ≤
𝒓𝟏

⎾𝜶(𝒕)
  𝜱𝟏(𝒏−𝟏)(𝒌) 𝒅𝒌

𝒕

𝟎

 

Replacing n by n-1 in the above inequality 

 𝜱𝟏(𝒏−𝟏)(𝒕) ≤
𝒓𝟏

⎾𝜶(𝒕)
  𝜱𝟏(𝒏−𝟐)(𝒌) 𝒅𝒌

𝒕

𝟎

 

 ≤   
𝒓𝟏

⎾𝜶(𝒕)
 
𝟐

∫  𝜱𝟏(𝒏−𝟐)(𝒌) 𝒅𝒌
𝒕

𝟎
 

Again, replacing n by n-2 in the given inequality  

 𝜱𝟏(𝒏−𝟐)(𝒕) ≤   
𝒓𝟏

⎾𝜶(𝒕)
 
𝟑

  𝜱𝟏(𝒏−𝟑)(𝒌) 𝒅𝒌

𝒕

𝟎

 

On substituting in this way and use the initial condition  

We obtain 

 𝜱𝟏𝒏(𝒕) ≤  𝑮𝒏 𝟎   
𝒓𝟏𝒕

⎾𝜶(𝒕)
 
𝒏

 

Similarly, we get 

 𝜱𝟐𝒏(𝒕) ≤  𝑿𝒏 𝟎   
𝒓𝟐𝒕

⎾𝜶(𝒕)
 
𝒏

 

 𝜱𝟑𝒏(𝒕) ≤  𝑰𝒏 𝟎   
𝒓𝟑𝒕

⎾𝜶(𝒕)
 
𝒏

 

This result proved the existence and continuity of solutions. 

To show that G(t) , X(t) , I(t) are the solutions of (3) ,we consider the following equations 
𝑮 𝒕 − 𝑮 𝟎 = 𝑮𝒏 𝒕 − 𝑹𝟏𝒏 𝒕  

𝑿 𝒕 − 𝑿 𝟎 = 𝑿𝒏 𝒕 − 𝑹𝟐𝒏 𝒕                                                                                                                                                                          (6)    

𝑰 𝒕 − 𝑰 𝟎 = 𝑰𝒏 𝒕 − 𝑹𝟑𝒏 𝒕  

 𝑹𝟏𝒏 𝒕  =  
𝟏

⎾𝜶(𝒕)
 [𝑭𝟏 𝑲,𝑮𝒏 − 𝑭𝟏 𝑲,𝑮𝒏−𝟏 ]

𝒕

𝟎

𝒅𝒌  

≤
𝟏

⎾𝜶(𝒕)
  [𝑭𝟏 𝑲,𝑮𝒏 − 𝑭𝟏 𝑲,𝑮𝒏−𝟏 ] 

𝒕

𝟎

𝒅𝒌 

                   ≤
𝟏

⎾𝜶(𝒕)
𝒓𝟏 𝑮𝒏 − 𝑮𝒏−𝟏 𝒕 

Applying the above process recursively, 

 𝑹𝟏𝒏 𝒕  =  
𝒓𝟏𝒕

⎾𝜶(𝒕)
 
𝒏+𝟏

. 𝑴 

where M is the Lipschitz constant 
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when 𝒏 → ∞,  𝑹𝟏𝒏 𝒕  → 𝟎 

similarly we prove for  

 𝑹𝟐𝒏 𝒕  → 𝟎, 𝑹𝟑𝒏 𝒕  → 𝟎 as 𝒏 → ∞ 

Hence the proof. 

 

Theorem 4.1.3: 

If the condition 𝟏 −
𝒓𝒊𝒕

⎾𝜶(𝒕)
 ≥ 𝟎 , for 𝑖 = 1,2,3 holds then Caputo model have unique solution 

Proof:  

To establish the uniqueness for a solution of the system (3), consider the different set of solutions for the system (3), 

say 𝑮 ,𝑿 𝒂𝒏𝒅𝑰 . Then as an outcome of the first equation of (3), we write 

𝑮 𝒕 − 𝑮  𝒕 =
𝟏

⎾𝜶(𝒕)
 [𝑭𝟏 𝑲,𝑮 − 𝑭𝟏 𝑲,𝑮  ]

𝒕

𝟎

𝒅𝒌 

Using the norm of above equation 

 𝑮 𝒕 − 𝑮 (𝒕) =  
𝟏

⎾𝜶(𝒕)
 [𝑭𝟏 𝑲,𝑮 − 𝑭𝟏 𝑲,𝑮  ]

𝒕

𝟎

𝒅𝒌  

Now by applying Lipschitz condition 

 𝑮 𝒕 − 𝑮 (𝒕) =
𝟏

⎾𝜶(𝒕)
𝒓𝟏𝒕 𝑮(𝒕) − 𝑮 (𝒕)  

Consequently  

 𝑮 𝒕 − 𝑮  𝒕  −
𝟏

⎾𝜶(𝒕)
𝒓𝟏𝒕 𝑮 𝒕 − 𝑮  𝒕  ≤  𝟎 

 𝑮 𝒕 − 𝑮 (𝒕)  𝟏 −
𝟏

⎾𝜶 𝒕 
𝒓𝟏𝒕 ≤ 𝟎                                                                                                                                                             (7) 

Since  [𝟏 −
𝟏

⎾𝜶(𝒕)
𝒓𝒊𝒕] > 𝟎 , equation (7) becomes the form 

 𝑮 𝒕 − 𝑮  𝒕  = 𝟎 

i.e.,𝑮 𝒕 = 𝑮  𝒕  

similarly we prove 

𝑿 𝒕 = 𝑿  𝒕 and𝑰 𝒕 = 𝑰  𝒕  

Hence the theorem is proved 

 

Existence and Uniqueness of Fractional solutions by the Caputo-Fabrizio model 

Let us construct the system (2) in the sense of Caputo-Fabrizio ,we have 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑪𝑭  𝑮 𝒕  = 𝑭𝟏 𝒕,𝑮 = −𝒔𝟏

𝜶(𝒕)
𝑮 𝒕 − 𝒔𝟐

𝜶(𝒕)
𝑮 𝒕 𝑰 𝒕 + 𝒔𝟏

𝜶(𝒕)
𝑮𝒃 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑪𝑭  𝑿 𝒕  = 𝑭𝟐 𝒕,𝑿 = −𝒔𝟐

𝜶(𝒕)
𝑿 𝒕 + 𝒔𝟑

𝜶(𝒕)
𝑰 𝒕 − 𝒔𝟑

𝜶(𝒕)
𝑰𝒃                                                                                                               (8) 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑪𝑭  𝑰 𝒕  = 𝑭𝟑 𝒕, 𝑰 = 𝒔𝟒

𝜶(𝒕)
𝑮 𝒕 − 𝒔𝟓

𝜶(𝒕)
𝑰 𝒕 + 𝒔𝟓

𝜶(𝒕)
𝑰𝒃 

The Caputo-Fabrizio integral form of the above system is 

𝑮 𝒕 − 𝑮 0 =
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝑭𝟏 𝒕,𝑮 +

𝜶(𝒕)

𝑴(𝜶(𝒕))
 𝑭𝟏 𝝉,𝑮 𝒅𝝉

𝒕

𝟎

 

𝑿 𝒕 − 𝑿 𝟎 =
𝟏−𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝑭𝟐 𝒕,𝑿 +

𝜶(𝒕)

𝑴(𝜶(𝒕))
∫ 𝑭𝟐 𝝉,𝑿 𝒅𝝉

𝒕

𝟎
                                                                                                                            (9) 

𝑰 𝒕 − 𝑰 𝟎 =
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝑭𝟑 𝒕, 𝑰 +

𝜶(𝒕)

𝑴(𝜶(𝒕))
 𝑭𝟑 𝝉, 𝑰 𝒅𝝉

𝒕

𝟎

 

Here we have to prove the kernel 𝑭𝒊 for 𝒊 = 𝟏, 𝟐,𝟑 follows the Lipschitz condition and a contraction 
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Theorem 4.2.1: 

The kernel  𝑭𝒊 𝝉,𝑮 , for  𝒊 = 𝟏, 𝟐,𝟑 satisfies the Lipschitz condition and a contraction if the following inequality 

𝟎 ≤ 𝝆𝒊 < 𝟏holds. 

 

Proof:  

This theorem is proved as similar as theorem 4.1.1 

The recurrent form of (9) for the first equation is 
𝝍𝟏𝒏 = 𝐺𝒏(𝒕) − 𝑮𝒏−𝟏(𝒕) 

          =
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
 𝑭𝟏 𝒕,𝑮𝒏−𝟏 − 𝑭𝟏 𝒕,𝑮𝒏−𝟐  +

𝜶(𝒕)

𝑴(𝜶(𝒕))
 [𝑭𝟏 𝝉, 𝑮𝒏−𝟏 − 𝑭𝟏 𝝉,𝑮𝒏−𝟐 ]𝒅𝝉

𝒕

𝟎

 

Similarly 𝝍𝟐𝒏and𝝍𝟑𝒏 are also be derived 

Using the initial condition and taking norm, we get 

 𝝍𝟏𝒏 ≤
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
  𝑭𝟏 𝒕,𝑮𝒏−𝟏 − 𝑭𝟏 𝒕,𝑮𝒏−𝟐   +

𝜶(𝒕)

𝑴(𝜶(𝒕))
  [𝑭𝟏 𝝉,𝑮𝒏−𝟏 − 𝑭𝟏 𝝉,𝑮𝒏−𝟐 ] 

𝒕

𝟎

𝒅𝝉 

Since 𝝆𝟏satisfies Lipschitz condition 

 𝝍𝟏𝒏(𝒕) ≤
𝟏−𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏  𝝍𝟏 𝒏−𝟏 (𝒕)  +

𝜶(𝒕)

𝑴(𝜶(𝒕))
𝝆𝟏 ∫  𝝍𝟏 𝒏−𝟏 (𝝉) 

𝒕

𝟎
𝒅𝝉                                                                                                (10) 

Similarly  𝝍𝟐𝒏(𝒕)  and  𝝍𝟑𝒏(𝒕)  can also be obtained. 

Therefore, 

𝑮𝒏 𝒕 =  𝝍𝟏𝒊 𝒕  ,

𝒏

𝒊=𝟏

𝑿𝒏 𝒕 =  𝝍𝟐𝒊 𝒕  ,

𝒏

𝒊=𝟏

𝑰𝒏 𝒕 =  𝝍𝟑𝒊 𝒕 

𝒏

𝒊=𝟏

 

 

Theorem  4.2.2: 

The Caputo Fabriziofractional derivative model (8) has system of solutions if there exists  𝒗 > 𝟏 such that      

 
𝟏−𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝒊 +

𝜶(𝒕)

𝑴(𝜶(𝒕))
𝝆𝒊𝒗 ≤ 𝟏 , for i=1,2,3 

Proof: 

Operating (10) recursively and using the initial conditions we have 

 𝝍𝟏𝒏(𝒕) ≤  𝑮𝒏(𝟎)  
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 +

𝜶(𝒕)

𝑴(𝜶(𝒕))
𝝆𝟏𝒗 

𝒏

 

Similarly we have for  𝝍𝟐𝒏(𝒕)  and  𝝍𝟑𝒏(𝒕) ,this result proved the existence and continuity of solution. 

To show that 𝐺 𝑡 ,𝑋 𝑡  and 𝐼(𝑡) are solutions of (8) 

Consider 
𝑮 𝒕 − 𝑮 𝟎 = 𝑮𝒏 𝒕 − 𝑫𝟏𝒏 𝒕  

𝑿 𝒕 − 𝑿 𝟎 = 𝑿𝒏 𝒕 − 𝑫𝟐𝒏 𝒕  

𝑰 𝒕 − 𝑰 𝟎 = 𝑰𝒏 𝒕 − 𝑫𝟑𝒏 𝒕  

Now 

 𝑫𝟏𝒏(𝒕) ≤
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
  𝑭𝟏 𝒕,𝑮𝒏 − 𝑭𝟏 𝒕,𝑮𝒏−𝟏   +

𝜶(𝒕)

𝑴(𝜶(𝒕))
  [𝑭𝟏 𝝉,𝑮𝒏 − 𝑭𝟏 𝝉,𝑮𝒏−𝟏 ] 

𝒕

𝟎

𝒅𝝉 

 ≤  
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 𝑮𝒏 − 𝑮𝒏−𝟏 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 𝑮𝒏 − 𝑮𝒏−𝟏 𝒗 

≤   
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏𝒗  𝑮𝒏 − 𝑮𝒏−𝟏  

Applying the above process recursively 

 𝑫𝟏𝒏(𝒕) ≤  
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏𝒗 

𝒏+𝟏

. 𝑺 

where S is the Lipschitz constant 

when𝒏 → ∞ ,  𝑫𝟏𝒏 → 𝟎 
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Similarly we prove for 𝑫𝟐𝒏 → 𝟎   , 𝑫𝟑𝒏 → 𝟎   as 𝒏 → ∞ 

Hence the proof 

 

Theorem 4.2.3: 

If the condition  𝟏 −  
𝟏−𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝒊 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝒊𝒗  ≥ 𝟎  , for i=1,2,3,  holds then the Caputo-Fabrizio fractional derivative 

model have unique solutions. 

Proof: 

Suppose the system (8) has another solution 𝑮 ,𝑿 𝒂𝒏𝒅𝑰  then 

𝑮 𝒕 − 𝑮  𝒕 =
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
 𝑭𝟏 𝒕,𝑮 − 𝑭𝟏 𝒕,𝑮   +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
 [𝑭𝟏 𝝉,𝑮 − 𝑭𝟏 𝝉,𝑮  ]

𝒕

𝟎

𝒅𝝉 

Using norm and applying Lipschitz condition 

 𝑮 𝒕 − 𝑮 (𝒕) ≤  
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏𝒗  𝑮 𝒕 − 𝑮 (𝒕)  

Consequently we have 

 𝑮 𝒕 − 𝑮 (𝒕)  𝟏 −  
𝟏 − 𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝟏𝒗  ≤ 𝟎 

Since  𝟏 −  
𝟏−𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝒊 +

𝜶(𝒕)

𝑴 𝜶(𝒕) 
𝝆𝒊𝒗  > 𝟎,we have 

 𝑮 𝒕 − 𝑮 (𝒕) = 𝟎 

i.e.,𝑮 𝒕 = 𝑮 (𝒕) 

Similarly we prove  

𝑿 𝒕 = 𝑿 (𝒕) and 𝑰 𝒕 = 𝑰 (𝒕) 

Hence the proof 

 

Existence and Uniqueness of solutions for the Atangana-Baleanu fractional model 

Let us construct (2) in AtanganaBaleanu fractional derivative in Caputo sense 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑨𝑩  𝑮 𝒕  = 𝑭𝟏 𝒕,𝑮 = −𝒔𝟏

𝜶(𝒕)
𝑮 𝒕 − 𝒔𝟐

𝜶(𝒕)
𝑮 𝒕 𝑰 𝒕 + 𝒔𝟏

𝜶(𝒕)
𝑮𝒃 

𝑫𝒕
𝜶(𝒕)

𝟎
𝑨𝑩  𝑿 𝒕  = 𝑭𝟐 𝒕,𝑿 = −𝒔𝟐

𝜶(𝒕)
𝑿 𝒕 + 𝒔𝟑

𝜶(𝒕)
𝑰 𝒕 − 𝒔𝟑

𝜶(𝒕)
𝑰𝒃                                                                                                           (11)                           

𝑫𝒕
𝜶(𝒕)

𝟎
𝑨𝑩  𝑰 𝒕  = 𝑭𝟑 𝒕, 𝑰 = 𝒔𝟒

𝜶(𝒕)
𝑮 𝒕 − 𝒔𝟓

𝜶(𝒕)
𝑰 𝒕 + 𝒔𝟓

𝜶(𝒕)
𝑰𝒃 

The Atangana-Baleanu integral form of the above system is 

𝑮 𝒕 − 𝑮 𝟎 =
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝑭𝟏 𝒕,𝑮 +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
 (𝒕 − 𝜸)𝜶(𝒕)−𝟏𝑭𝟏 𝜸,𝑮 𝒅𝜸

𝒕

𝟎

 

𝑿 𝒕 − 𝑿 𝟎 =
𝟏−𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝑭𝟐 𝒕,𝑿 +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
∫ (𝒕 − 𝜸)𝜶(𝒕)−𝟏𝑭𝟐 𝜸,𝑿 𝒅𝜸

𝒕

𝟎
                                                                                   (12) 

𝑰 𝒕 − 𝑰 𝟎 =
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝑭𝟑 𝒕, 𝑰 +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
 (𝒕 − 𝜸)𝜶(𝒕)−𝟏𝑭𝟑 𝜸, 𝑰 𝒅𝜸

𝒕

𝟎

 

Now to prove the kernel 𝑭𝒊 for 𝒊 = 𝟏,𝟐,𝟑 follows the Lipschitz condition and  contraction. 

 

Theorem 4.3.1: 

The kernel 𝑭𝒊 𝜸,𝑮 , for𝒊 = 𝟏,𝟐,𝟑satisfies the Lipschitz condition and contraction if 𝟎 ≤ 𝜹𝒊 < 𝟏 holds. 

Proof:  

The proof is similar to the proof of 4.1.1  

Now the recurrent form of (12) is 
𝜽𝟏𝒏 = 𝑮𝒏(𝒕) − 𝑮𝒏−𝟏(𝒕) 

         =
𝟏−𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
 𝑭𝟏 𝒕,𝑮𝒏−𝟏 − 𝑭𝟏 𝒕,𝑮𝒏−𝟐  +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝛼(𝒕)
∫ (𝒕 − 𝜸)𝜶(𝒕)−𝟏[𝑭𝟏 𝜸,𝑮𝒏−𝟏 − 𝑭𝟏 𝜸,𝑮𝒏−𝟐 ]𝒅𝜸

𝒕

𝟎
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Similarly 𝜽𝟐𝒏 ,𝜽𝟑𝒏 are also be derived. 

Using the initial condition and taking norm,we get 

 𝜽𝟏𝒏 ≤
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
  𝑭𝟏 𝒕,𝑮𝒏−𝟏 − 𝑭𝟏 𝒕,𝑮𝒏−𝟐   +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
 (𝒕 − 𝜸)𝜶(𝒕)−𝟏 [𝑭𝟏 𝜸,𝑮𝒏−𝟏 − 𝑭𝟏 𝜸,𝑮𝒏−𝟐 ] 

𝒕

𝟎

𝒅𝜸 

Since 𝜹𝟏 satisfies Lipschitz condition 

 𝜽𝟏𝒏 ≤
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝟏 𝜽𝟏(𝒏−𝟏) +

𝛼(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
𝜹𝟏  (𝒕 − 𝜸)𝜶(𝒕)−𝟏 𝜽𝟏 𝒏−𝟏 (𝜸) 

𝒕

𝟎

𝒅𝜸 

Similarly for 𝜽𝟐𝒏 , 𝜽𝟑𝒏  

which implies that it can be written as 

𝑮𝒏 𝒕 =  𝜽𝟏𝒊 𝒕  ,𝒏
𝒊=𝟏 𝑿𝒏 𝒕 =  𝜽𝟐𝒊 𝒕  ,𝒏

𝒊=𝟏 𝑰𝒏 𝒕 =  𝜽𝟑𝒊 𝒕 
𝒏
𝒊=𝟏                                                                                                           (13) 

 

Theorem 4.3.2: 

The Atangana-Baleanu derivative model (11) have system of solutions,if there exists 𝝁>1such that 

 
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝒊 +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
𝜹𝒊𝝁 ≤ 𝟏𝒇𝒐𝒓𝒊 = 𝟏, 𝟐,𝟑. 

Proof: 

Consider, 

 𝜽𝟏𝒏 ≤  𝑮𝒏(𝟎)  
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝒊 +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
𝜹𝒊𝝁 

𝒏

 

Similarly , 𝜽𝟐𝒏  and  𝜽𝟑𝒏  can also be obtained 

These results proved the existence and continuity of solution. 

Now to show that 𝐺 𝑡 ,𝑋 𝑡 and 𝐼(𝑡)are solutions of (11) 

Consider 
𝑮 𝒕 − 𝑮 𝟎 = 𝑮𝒏 𝒕 − 𝑬𝟏𝒏 𝒕  
𝑿 𝒕 − 𝑿 𝟎 = 𝑿𝒏 𝒕 − 𝑬𝟐𝒏 𝒕  
𝑰 𝒕 − 𝑰 𝟎 = 𝑰𝒏 𝒕 − 𝑬𝟑𝒏 𝒕  
Now 

 𝑬𝟏𝒏(𝒕) ≤
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
  𝑭𝟏 𝒕,𝑮𝒏 − 𝑭𝟏 𝒕,𝑮𝒏−𝟏   +

𝜶(𝒕)

𝑨𝑩(𝜶(𝒕))⎾𝜶(𝒕)
 (𝒕 − 𝜸)𝜶(𝒕)−𝟏 [𝑭𝟏 𝜸,𝑮𝒏 − 𝑭1 𝜸,𝑮𝒏−𝟏 ] 

𝒕

𝟎

𝒅𝜸 

         ≤  
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝟏 𝑮𝒏 − 𝑮𝒏−𝟏 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝟏 𝑮𝒏 − 𝑮𝒏−𝟏 𝝁 

≤   
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝟏 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝟏𝝁  𝑮𝒏 − 𝑮𝒏−𝟏  

Applying the above process recursively 

 𝑬𝟏𝒏 𝒕  ≤  
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝟏 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝟏𝝁 

𝒏+𝟏

. 𝑾 

where W is the Lipschitz constant 

when𝒏 → ∞ ,  𝑬𝟏𝒏 → 𝟎 

Similarly we prove for 𝑬𝟐𝒏 → 𝟎   , 𝑬𝟑𝒏 → 𝟎   as 𝒏 → ∞ 

Hence the proof. 

 

Theorem 4.3.3: 

If the condition  𝟏 −  
𝟏−𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝒊 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝒊𝝁  ≥ 𝟎For i=1,2,3,  holds then the Atangana-Baleanu fractional 

derivative model have unique solutions. 

Proof: 

Suppose the system (16) has another solution 𝑮 , 𝑿 𝒂𝒏𝒅𝑰  then 

𝑮 𝒕 − 𝑮  𝒕 =
𝟏−𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
 𝑭𝟏 𝒕,𝑮 − 𝑭𝟏 𝒕,𝑮   +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
∫ (𝒕 − 𝜸)𝜶(𝒕)−𝟏[𝑭𝟏 𝜸,𝑮 − 𝑭𝟏 𝜸,𝑮  ]𝒅𝜸

𝒕

𝟎
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Using norm and apply Lipschitz condition 

 𝑮 𝒕 − 𝑮 (𝒕) ≤  
𝟏−𝜶(𝒕)

𝑨𝑩 𝜶(𝑡) 
𝜹𝟏 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝟏𝝁  𝑮 𝒕 − 𝑮 (𝒕)  

Consequently we have 

 𝑮 𝒕 − 𝑮 (𝒕)  𝟏 −  
𝟏 − 𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝟏 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝟏𝝁  ≤ 𝟎 

Since 𝟏 −  
𝟏−𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) 
𝜹𝒊 +

𝜶(𝒕)

𝑨𝑩 𝜶(𝒕) ⎾𝜶(𝒕)
𝜹𝒊𝝁  > 𝟎,we have 

 𝑮 𝒕 − 𝑮 (𝒕) = 𝟎 

i.e𝑮 𝒕 = 𝑮 (𝒕) 

Similarly we prove  

𝑿 𝒕 = 𝑿 (𝒕) and 𝑰 𝒕 = 𝑰 (𝒕) 

Hence the proof 

 

Numerical results and simulations 

In this section, Numerical results and Simulations are obtained by considering the Numerical scheme[32] given in the 

sense of Liouville-Caputo, Caputo-Fabrizio and Atangana –Baleanu fractional derivatives. 

Let us consider our fractional model as 

𝑫𝒕
𝜶

𝟎
∗ 𝒖(𝒕) =𝒇(𝒕,𝒖 𝒕 ) 

Where * denotes LC,CF and AB terms and 𝒖 𝒕 = (𝑮 𝒕 ,𝑿 𝒕 ,𝑰 𝒕 ). 

Now we use the numerical scheme [32] represented for Liouville-Caputo (14),Caputo-Fabrizio(15) and Atangana-

Baleanu(16) fractional derivatives in (2) 

𝒖𝒏+𝟏 𝒕 = 𝒖(𝟎) +
𝟏

⎾𝜶(𝒕)
  

𝒉𝜶 𝒕 𝒇 𝒕𝒎,𝒖𝒎 

𝜶 𝒕  𝜶 𝒕 + 𝟏 
 (𝒏 − 𝒎 +  𝟐 +  𝟐𝜶  −

𝒉𝜶 𝒕 𝒇 𝒕𝒎−𝟏,𝒖𝒎−𝟏 

𝜶 𝒕  𝜶 𝒕 + 𝟏 

  𝒏 + 𝟏 − 𝒎 𝜶(𝒕)+𝟏 −  𝒏 − 𝒎 𝜶 𝒕 (𝒏− 𝒎 + 𝟏 + 𝜶(𝒕) 

 

𝒏

𝒎=𝟎

 

              (14) 

 

 𝒖𝒏+𝟏 =  𝒖𝒏 +   
 𝟐− 𝜶(𝒕)  𝟏 − 𝜶(𝒕) 

𝟐
+

𝟑𝒉

𝟒
𝜶(𝒕)(𝟐 − 𝜶(𝒕)) 𝒇 𝒕𝒏,𝒖𝒏 −

 
 
 
 
 𝟐 − 𝜶 𝒕   𝟏 − 𝜶 𝒕  

𝟐
+

𝒉

𝟒
𝜶(𝒕) (𝟐 − 𝜶(𝒕))  

 
 
 
𝒇 𝒕𝒏−𝟏,𝒖𝒏−𝟏  

                           (15) 

𝒖𝒏+𝟏 𝒕 = 𝒖 𝟎 +
⎾𝜶 𝒕  𝟏− 𝜶 𝒕  

⎾𝜶 𝒕  𝟏 − 𝜶 𝒕  + 𝜶 𝒕 
𝒇 𝒕𝒏, 𝒖𝒏  

+
𝟏

 𝜶(𝒕) + 𝟏   𝟏 − 𝜶(𝒕) ⎾𝜶(𝒕) + 𝜶(𝒕)
  𝒉𝜶 𝒕 𝒇 𝒕𝒎,𝒖𝒎   𝒏 + 𝟏 − 𝒎 𝜶 𝒕  𝒏 − 𝒎 + 𝟐 + 𝜶 𝒕  −  𝒏 − 𝒎 𝜶 𝒕 (𝒏 − 𝒎

𝒏

𝒎=𝟎

+ 𝟐 + 𝟐𝜶(𝒕) − 𝒉𝜶 𝒕 𝒇 𝒕𝒎−𝟏,𝒖𝒎−𝟏   𝒏 + 𝟏𝒎 𝜶(𝒕)+𝟏 −  𝒏 − 𝒎 + 𝟏 + 𝜶(𝒕)    

              (16) 

the numerical simulation and graphical results of the fractional model (2)is obtained by applying the above 

numerical scheme and using MATLAB R2023a. 

Figure [1-3] indicates different  Plasma Glucose concentration -𝐺(𝑡),Insulin Action-𝑋(𝑡)and Plasma Insulin 

Concentration- 𝐼(𝑡) for different 𝜶 fractional orders 𝜶 = 𝟎. 𝟕𝟓 , 𝜶 = 𝟎.𝟖𝟓 ,𝜶 = 𝟎.𝟗𝟓 , and 𝜶 = 𝟏in Liouville -Caputo 

sense. The graphical results shows that the plasma glucose concentration level for normal persons  are immediately 

uptake and it becomes stable within our considered time; however for diabetic patients, these levels decreases 

progressively. When it comes to insulin action, glucose will be rapidly diluted by insulin for normal person, but for 

diabetes patients, glucose will be diluted slowly by insulin action and will remain in the patient’s body. For healthy 

individuals, the level of plasma insulin concentration will be falling and eventually getstabilized; however, for those 

with diabetes, the level of plasma insulin will be rising quickly and remains constant over time. Figure [5-6] indicates 

𝐺 𝑡 ,𝑋(𝑡) and 𝐼(𝑡)for fractional orders 𝜶 = 𝟎.𝟕𝟓, = 𝟎. 𝟖𝟓 ,𝜶 = 𝟎. 𝟗𝟓 , and 𝜶 = 𝟏in Caputo-Fabrizio derivative.It 
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shows that when the value of 𝜶  decreases, the concentration of plasma glucose rises and eventually becomes stable 

for normal persons, in the case of diabetic patients, the plasma glucose concentration decreases , when 𝜶 decreases. 

For normal persons, the Insulin action [𝑋(𝑡)+ rises in proportion to an increase in α; whereas in diabetic patients, the 

increasing value of 𝜶 makes Insulin action process slowly and it makes undiluted glucose toremain in patient’s body. 

When α increases, the concentration of plasma insulin *𝐼(𝑡)] becomes stable faster for normal persons. However, in 

patients with diabetes, the concentration of plasma insulin reaches its maximum and stays constant. Figure[7-9] 

represents 𝐺 𝑡 ,𝑋(𝑡) and 𝐼(𝑡) for fractional orders 𝛼 = 0.75 , 𝛼 = 0.85 , 𝛼 = 0.95 , and 𝛼 = 1  using Atangana – 

Baleanu derivative.When 𝛼 rises, the concentration of Plasma Glucose [G(t)] rises quickly and stabilized for normal 

persons; whereas, the level of𝐺 𝑡 gradually drops for diabetic patients. In healthy individuals, the Insulin action 

[𝑋(𝑡)] rapidly decreases as 𝛼 increases andin diabetic patients, 𝑋(𝑡) eventually decreases and stays constant as 𝛼 

increases. When 𝛼 increases, the concentration of plasma insulin [𝐼(𝑡)] decreases and stabilizes quickly for normal 

persons. For patients with diabetes, 𝐼(𝑡) increases quickly and reaches a constant value within our considered time. 

the graphical results of Liouville-Caputo, Caputo-Fabrizio and Atangana-Baleanu derivatives are compared for 

different fractional orders 𝛼=0.82, 𝛼=0.96, 𝛼=1 and illustrated infigure[10-12] .Figure 10 shows that for normal 

persons, the level of G(t) rises quickly with increasing time and becomes stable in all cases of LC, CF, and ABC. 

 

When compared to LC and CF, the AB operator rapidly decreases in the case of 𝑋 𝑡 .However, 𝐼 𝑡 falls and then 

stays constant for all derivatives of LC, CF, and AB. For diabetic patient-1, figure 11 indicates that, the level of 𝐺 𝑡 . 

falls down rapidly and it remains constant in all casesof LC,CF and AB. However, the level of 𝑋 𝑡  decreases and it 

becomes stable within our considered time.In case of 𝐼 𝑡 .the LC,CF and AB quickly rises and constant after time. 

Figure 12 depicts that for diabetic patient-2 , the level of G(t)  and  X(t) decreases eventually and constant over time in 

all cases of LC,CF and AB; Whereas, the level of I(t) increases rapidly and it stays constant by using all the three 

operators. The above discussion shows that AB gives more appropriate and reliable results when compared to LC 

and CF. Figure[13-21]  predicts G(t), X(t) and I(t) for both Normal persons and Diabetes Patients in cases of LC ,CF 

and AB at 𝛼 𝑡 = 0.7 +  0.1 sin(
𝑡

50
), 𝛼 𝑡 = 1/(1 + exp −𝑡 ) and 𝛼 𝑡 = tanh 𝑡 + 1 respectively. The simulation 

result shows that the rises and falling of glucose-insulin levels are almost the same as of non-integer order but they 

are variable dependent. Compared to LC and CF, AB provides more appropriate and reliable results, according to the 

above graphical results. With these studies ,the diabetes patients can be treated properly with suitable input values of 

insulin to normalize glucose level. 

 

CONCLUSION 

 
In this work, we presented the dynamics of the model, Glucose –Insulin interaction inside the body of diabetes 

patients in the framework of fractional calculus. We applied three fractional operators, Liouville-Caputo,Caputo-

Fabrizio, and the Atangana-Baleanu to the fractional model of Glucose-Insulin interaction. Initially, the classical 

model given in [31] is formulated in Fractional sense. Equilibrium points for the given model have been calculated 

and discussed the stability of the proposed model. The existence and Uniqueness of solutions in fractional order 

cases are proved. Numerical simulation was performed and the graphical results are obtained at different fractional 

values are illustrated in number of graphs at different fractional values. The given derivative and algorithm work 

very well to understand the dynamics of the given model. The idea of this research has provided some important 

outcomes for diabetes medical practitioners and their related complications. 
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Figure 1: Glucose-insulin regulatory system for normal 

person, with different parameters  𝒔𝟏 = 𝟎.𝟐 , 

𝒔𝟐=0.00123,𝒔𝟑=6.92x10-6 ,𝒔𝟒= 0.0249,𝒔𝟓=0.2769,𝑮𝒃=80, 𝑰𝒃=7 

inLiouville-Caputo sense 

Figure 2 :Glucose-Insulin regulatory system for 

diabetes patient 1,with different parameters 𝒔𝟏 = 𝟎, 

𝒔𝟐=0.0027,𝒔𝟑=5.3x10-6 ,𝒔𝟒= 0.0042,𝒔𝟓=0.264,𝑮𝒃=80, 𝑰𝒃=7 

in Liouville-Caputo sense. 

  
Figure 3:Glucose-Insulin regulatory system for diabetes 

patient 2,with different parameters 𝒔𝟏 = 𝟎, 

𝒔𝟐=0.00142,𝒔𝟑=115.94x10-6 ,𝒔𝟒= 0.0046,𝒔𝟓=0.2814,𝑮𝒃=80, 𝑰𝒃=7 

in Liouville Caputo sense 

Figure 4: Glucose-insulin regulatory system for 

normal person, with different parameters  𝒔𝟏 = 𝟎. 𝟐 , 

𝒔𝟐=0.00123,𝒔𝟑=6.92x10-6 ,𝒔𝟒= 0.0249,𝒔𝟓=0.2769,𝑮𝒃=80, 

𝑰𝒃=7 using Caputo-Fabrizio derivative 
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Figure 5 :Glucose-Insulin regulatory system for diabetes 

patient 1,with different parameters 𝒔𝟏 = 𝟎, 

𝒔𝟐=0.0027,𝒔𝟑=5.3x10-6 ,𝒔𝟒= 0.0042,𝒔𝟓=0.264,𝑮𝒃=80, 𝑰𝒃=7 using 

Caputo-Fabrizio derivative. 

Figure 6:Glucose-Insulin regulatory system for 

diabetes patient 2,with different parameters 𝒔𝟏 = 𝟎, 

𝒔𝟐=0.00142,𝒔𝟑=115.94x10-6 ,𝒔𝟒= 0.0046,𝒔𝟓=0.2814,𝑮𝒃=80, 

𝑰𝒃=7 using Caputo-Fabrizio derivative 

  

Figure 7: Glucose-insulin regulatory system for normal 

person, with different parameters  𝒔𝟏 = 𝟎.𝟐 , 

𝒔𝟐=0.00123,𝒔𝟑=6.92x10-6 ,𝒔𝟒= 0.0249,𝒔𝟓=0.2769,𝑮𝒃=80, 𝑰𝒃=7 

using Atangana-Baleanu operator 

Figure 8 :Glucose-Insulin regulatory system for 

diabetes patient 1,with different parameters 𝒔𝟏 = 𝟎, 

𝒔𝟐=0.0027,𝒔𝟑=5.3x10-6 ,𝒔𝟒= 0.0042,𝒔𝟓=0.264,𝑮𝒃=80, 𝑰𝒃=7 

using Atangana-Baleanu operator 

  

 
Figure 9:Glucose-Insulin regulatory system for diabetes 

patient 2,with different parameters 𝒔𝟏 = 𝟎, 

𝒔𝟐 =0.00142,𝒔𝟑=115.94x10-6 ,𝒔𝟒 = 0.0046,𝒔𝟓 =0.2814,𝑮𝒃 =80, 

𝑰𝒃 =7 using Atangana-Baleanu operator. 

Figure 10:Comparison graph of Glucose-Insulin 

regulatory system(2) of normal personsat  

𝜶=0.82, 𝜶=0.96, 𝜶=1 for Liouville-Caputo, Caputo-

Fabrizio and Atangana-Baleanu derivatives. 
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Figure 11:Comparison graph of Glucose-Insulin 

regulatory system(2) of Diabetes Patient -1at  

𝜶=0.82, 𝜶=0.96, 𝜶=1 for Caputo, Caputo-Fabrizio and 

Atangana-Baleanu derivatives 

Figure 12:Comparison graph of Glucose-Insulin 

regulatory system(2) of Diabetes Patient -2 at  

𝜶=0.82, 𝜶=0.96, 𝜶=1 for Caputo, Caputo-Fabrizio and 

Atangana-Baleanu derivatives 

 
 

Figure 13:Numerical simulation obtained for normal 

person at 𝜶 𝒕 = 𝟎.𝟕 +  𝟎.𝟏 𝐬𝐢𝐧(
𝒕

𝟓𝟎
) in Liouville-Caputo 

sense. 

Figure 14:Numerical simulation obtained for 

Diabetes Patient-1 at 𝜶 𝒕 = 𝟎. 𝟕 +  𝟎.𝟏 𝐬𝐢𝐧(
𝒕

𝟓𝟎
) in 

Liouville-Caputo sense. 

 
 

Figure 15:Numerical simulation obtained for Diabetes 

Patient-2 at 𝜶 𝒕 = 𝟎.𝟕 +  𝟎.𝟏 𝐬𝐢𝐧(
𝒕

𝟓𝟎
) in Liouville-

Caputo sense. 

Figure 16:Numerical simulation obtained for normal 

person at 𝜶 𝒕 = 𝟏/(𝟏 + 𝐞𝐱𝐩 −𝒕 ) in Caputo-Fabrizio 

sense. 
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Figure 17:Numerical simulation obtained for Diabetes 

Patient -1 at 𝜶 𝒕 = 𝟏/(𝟏 + 𝐞𝐱𝐩 −𝒕 ) in Caputo-Fabrizio 

sense 

Figure 18:Numerical simulation obtained for 

Diabetes Patient -2 at 𝜶 𝒕 = 𝟏/(𝟏 + 𝐞𝐱𝐩 −𝒕 ) in 

Caputo-Fabrizio sense 

  
Figure 19: Numerical simulation obtained for normal 

person at 𝜶 𝒕 = 𝐭𝐚𝐧𝐡 𝒕 + 𝟏 using Atangana-Baleanu 

Caputo derivative. 

Figure 20: Numerical simulation obtained for 

Diabetes Patient -1 at 𝜶 𝒕 = 𝐭𝐚𝐧𝐡 𝒕 + 𝟏 using 

Atangana-Baleanu Caputo derivative. 

 
Figure 21: Numerical simulation obtained for Diabetes Patient -2 at 𝜶 𝒕 = 𝐭𝐚𝐧𝐡 𝒕 + 𝟏 using Atangana-Baleanu 

Caputo derivative. 
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Permoterma reticulatum is one of the traditional plants with well-known medicinal qualities that is 

frequently prescribed to treat a wide range of ailments. Around the world, non-toxic plant-based 

products are being used for conventional medical purposes, and developing nations rely on herbal 

medicines to meet their basic healthcare needs. The purpose of this work is to investigate anticancer 

activity of Permoterma reticulatum the hydroalcohalic extract (PRHE), using MTT assays on the human 

skin cancer cell line SK-MEL-28 (skin melanoma). When the concentration of PRHE was increased from 

25 to 400g/ml, the percentage of inhibition of the human skin cancer cell line SK-MEL-28 (skin melanoma) 

by PRHE and conventional medicines was found to be 55.83% and 92.65%, respectively. This indicates 

that the PRHE activated a cell arrest mechanism and slowed the development of cancer cells. 
 

Keywords: MTT assay, Permoterma reticulatum, human skin cancer cell line SK-MEL-28 (skin melanoma), 

IC50 value, cytotoxic activity. 
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INTRODUCTION 

Roughly 75% of skin cancer-related deaths worldwide are attributed to malignant melanoma, a very aggressive kind 

of the disease. Recent years have seen an increase in the incidence of this malignancy [1]. The process by which 

melanoma advances to a metastatic stage is complex and involves a number of biochemical pathways, including cell 

cycle disruption, apoptosis evasion, abnormalities in extracellular matrix adhesion, and cell motility and invasion [2]. 

Regretfully, serious side effects are linked to the restricted availability of chemotherapeutic drugs for the treatment of 

malignant melanoma [3]. Natural chemicals are seen as a possible alternative in cancer therapy because of their 

various chemical structures and pharmacological processes. However, because many anticancer medications are 

associated with hematological problems and chemotherapeutic resistance, there is still a pressing need to create 

drugs with low toxicity in normal tissues and anti-metastatic efficacy [4, 5, 6]. Since ancient times, lichens have been 

used in traditional medicine, and they are now a popular choice for complementary therapies around the globe. 

Researchers have studied lichens' secondary metabolites over the past century because they show a range of 

biological activity. In Malaysia's mountainous regions, lichen diversity is higher. It has been observed that the 

secondary metabolites of these lichens exhibit a wide range of biological activities, including antimicrobial, antiviral, 

antiprotozoal, enzyme inhibitory, insecticidal, antitermite, cytotoxic, antioxidant, wound healing, antiherbivore, 

analgesic, and anti-inflammatory qualities. Even while lichens produce a wide range of bioactive chemicals, their low 

natural concentrations prevent many of their potential applications from being realized. The antibacterial activity of 

four Parmotrema species (Parmotrema praesorediosum, P. rampoddense, P. tinctorum, and P. reticulatum) was 

investigated in the present study [7, 8, 9, 10]. Antibacterial drugs derived from natural sources are less harmful to 

humans and cause fewer adverse effects, mimicking the actions of the body's natural defenses.  

 

Usnic acid is a yellow pigment and derivative of dibenzofuran that is formed in the upper cortex of several species of 

lichens, and it is an integral part of their products. Pneumococcus, Streptococcus, and Mycobacterium tuberculosis 

are only a few of the Gram-positive bacteria that can be effectively combated using usnic acid [11]. Many phenolic 

chemicals, including anthraquinones, xanthones, dibenzofuranes, depsides, and depsidones, are produced by lichens 

and have been shown to have important biological properties like antioxidant, antiviral, antifungal, and anticancer 

properties. Numerous in vitro and in vivo investigations have demonstrated the potential of lichen metabolites as 

anticancer drugs, however clinical studies are still pending [12]. It was discovered that lichen extracts made by 

ethanol and methanol extraction contained sizable levels of flavonoids. The purpose of this work is to examine the 

anti-inflammatory properties of P. reticulatum extracts on different in vivo mouse models as well as the in vitro 

antibacterial activity of the extracts against gram-positive and gram-negative bacteria [13]. Because lichen extracts 

include phenolic and flavonoid content, prior research has shown their potential as a natural source of antioxidants 

[13]. The presence of flavonoids and usnic acid in P. reticulatum's acetone extract may have contributed to the plant's 

notable anti-inflammatory properties [14]. Many phytoconstituents, including artemisinin, lupeol, curcumin, 

quercetin, brazilin, catechin, ursolic acid, β-sitosterol, and myricetin, are undergoing clinical trials or 

pharmacokinetic development. More than 60% of anticancer medications are derived from plants or their synthetic 

derivatives. On the other hand, little is known about the remaining chemicals, which suggests that more research is 

necessary [15]. Since the structural diversity of phytochemicals found in plants makes them an important source of 

new cytotoxic drugs, more than 3000 plants have been identified to have anticancer effects globally. Although 

research on the cytotoxicity of African plant extracts against cancer cells is still lacking, it has been established how 

important traditional African plants are for the prevention and treatment of diseases, including cancer [16]. Hence, 

this study was aims to investigate the in vitro cytotoxicity of P. reticulatum against the human skin cancer cell line SK-

MEL-28 (skin melanoma). 

 

MATERIAL AND METHODS 

 
Plant collection and preparation 
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Plant material was collected locally from amarkantak region of Madhya Pradesh., India. Identified and authenticated 

was done by plants materials are verified by Pharmacognosist, Dr. Sandeep Kumar Singh, at the Central Ayurvedic 

Research Institute in Jhansi, Uttar Pradesh, with accession numbers CARI/H/13282021, Botanical Survey of India, 

Central Regional Centre, Praygraj, U.P. 

 

Extraction of plant material 

Plant material of P. reticulatum was extracted by using cold maceration method; plant samples were collected, 

washed, rinsed and dried properly. Powder form of plant sample was extracted with hydroalcohalic solvent (30:70) 

and allows standing for 4-5 days each. The extract was filtered using filter paper to remove all unextractable matter, 

including cellular materials and other constituents that are insoluble in the extraction solvent. Extract was transferred 

to beaker and evaporated; excessive moisture was removed and extract was collected in air tight container. 

Qualitative analysis of extracts of different solvents was carried out to find out the presence of various 

phytoconstituents [17]. Extraction yield of all extracts were calculated using the following equation below: 

 

Percentage Yield =Actual yield ×100 

 Theoretical yield 

Qualitative Phytochemical Estimation of Extracts [Kokate et al., 2010]. 

Phytochemical Estimation of extracts was determined using standard techniques such as alkaloids, flavonoids, 

tannins, phenol, saponins and glycosides etc. 

 

In-vitro anti cancer cell study  

Cell culture  

We obtained the human skin cancer cell line SK-MEL-28 (skin melanoma) from Pune, India's National Centre for Cell 

Science (NCCS). The experimental cells were maintained at 37 °C in a 5% CO2 incubator and grown in Minimum 

Essential Medium (MEM, GIBCO), which was additionally supplemented with 4.5 gm/L of glucose, 2 mM/L of 

glutamine, and 5% of foetal bovine serum (FBS for growth media).  

 

Cell plating and MTT assay  

Test chemicals' in-vitro inhibitory effects on cell growth were assessed using minor modifications to the Mosmann 

MTT assay methodology. Human skin cancer cell line SK-MEL-28 (skin melanoma) from T-25 flasks were maintained 

in 96-well tissue culture plates at a density of 5 x 103 cells/well in the growth medium and cultivated at 37°C in the 

presence of 5% CO2. The supernatant growth media was removed from each well and reconstituted with 100 l of 

dimethyl sulfoxide to solubilize the coloured formazan material. Each well received 20 l of fresh MTT (5 mg/ml in 

PBS) before being incubated for 24 hours at 37°C. The absorbance OD was recorded at 570 nm on an ELISA reader 

following a 30-minute incubation time [18, 19].  

% of cell viability = (OD of test / OD of control) X 100.   

 

Data interpretation  

Lower absorbance values than those of the control cells are a sign that the rate of cell growth has slowed down. On 

the other hand, a higher absorption rate indicates increased cell proliferation. Occasionally, a surge in proliferation 

may be offset by a decrease in cell mortality; signs of cell death may include morphological changes.  

  

RESULTS 

 
P. reticulatum were taken and removed throughout the extraction process. It was discovered that the extract had a 

yield of 8.1%.  
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Phytochemical screening test 

According to research, PRHE has the best potential for bioactivity of any extract when it comes to glycosides, 

alkaloids, glycosides, phenolic compounds, tannins, saponins, flavonoids, and proteins. Hence, PRHE chose us for 

additional research. Results are shown in below Table 1.  

 

The PRHE natural material was tested for anticancer activities using the MTT test technique. Measurements of cell 

viability and proliferation are prerequisites for in vitro experiments designed to assess a cell population's response to 

external stimuli. In cell growth investigations, radioactive thymidine incorporated into cellular DNA has been used. 

The MTT assay method lowers cell metabolic activity and, to a lesser amount, the activities of dehydrogenase 

enzymes to produce dipping equivalents such as NADH and NADPH. The MTT cell proliferation assay method 

allows for both growth rate and the reduction in cell viability that occurs when apoptosis is caused by metabolic 

processes.  

 

Effect of PRHE on human skin cancer cell line SK-MEL-28 (skin melanoma) 

Table 2 displays the results of the MTT cell growth inhibition assay performed for PRHE of medicinal herb 

composition at various concentration dosages of 25, 50, 100, 200, and 400 g/ml. Inhibition of Caco-2 cancer cell growth 

caused by the composition of a herbal extract and a standard sample was compared in Fig. 1. Using the MTT test 

method, the IC50 value for PRHE was discovered to be 102.75µg/ml. The tetrazolium salt reduction is a reproducible 

and dependable technique for evaluating cell growth. Utilizing the 3-(4, 5Dimethylthiazol-2-yl)-2, 5-

diphenyltetrazolium bromide (MTT) assay technique, the test extract's impact on cellular viability and proliferation 

was assessed. Enzymes that dehydrogenase produce NADH and NADPH when they reduce tetrazolium, which 

indicates that the cell is metabolically active. As shown in Figure 1, formazan forms purple crystals that are not very 

soluble in water. Both the formazan concentration and the product's color intensity at 570 nm were measured using 

dimethyl sulfoxide (DMSO). This matched the number of surviving cells in the culture perfectly. Based on untreated 

cells (basal), which had a 100% viability control, the results were expressed as a percentage of viability (log). The 

percentage of inhibition of the human skin cancer cell line SK-MEL-28 (skin melanoma) by PRHE and conventional 

medicines was determined to be 66.83 and 82.65%, respectively, when the concentration of PRHE increased from 25 

to 400g/ml. This indicates that the PRHE activated a cell arrest mechanism and slowed the development of cancer 

cells [19, 20]. 

 

DISCUSSION 

 
Plants, herbs, and ethnobotanicals have benefited humans from the beginning of time and are still utilized to treat 

and enhance health in many countries today. Because they are less hazardous, herbal medications are becoming more 

and more popular around the world. Modern medicine is based on natural ingredients and plants, which also have a 

big influence on how commercial drugs are developed. Using cancer cell lines, the in-vitro MTT screening method 

was used to assess PRHE's anticancer potential. The MTT test analyzes reagent color change and evaluates cell 

viability using colorimetry. The activity of mitochondrial dehydrogenases controls the cytotoxicity of live cells. 

Investigations of anticancer activities were carried out in this work. The conventional drug and PRHE both 

demonstrated evidence of reducing the growth of the human skin cancer cell line SK-MEL-28 (skin melanoma) by 

55.83% and 92.65%, respectively, according to the MTT assay method. Primarily investigated in vitro, plant phenolic 

compounds have demonstrated inhibition of cell growth at various cell cycle phases (G1, S, and G2) through both 

direct and indirect mechanisms, including down regulating cyclins and cdks and acting as prooxidants to enhance 

the expression of p21, p27, and p53 genes. Pharmaceutical companies will be able to create an ecologically friendly 

medication for the treatment of cancer patients thanks to the research findings. There could be a large variety of 

bioactive substances in P. reticulatum. All of these appear to be promising bioactive substances that have the ability 

to halt the growth of specific cancer cells. In particular, they stop the growth of tumor cells, such as the human skin 

cancer cell line SK-MEL-28 (skin melanoma). The anticancer impact of TPFHE might stem from its capacity to initiate 

apoptosis. P. reticulatum inhibits the proliferation of the human skin cancer cell line SK-MEL-28 (skin melanoma). It 

Ritesh Tiwari et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75770 

 

   

 

 

implied that TPFHE contained phytochemicals called polyphenolic substances. It is necessary to conduct more 

research on these bioactive polyphenolic components. Most of the secondary metabolites found in herbal plants have 

been employed by all medical systems to treat a wide range of illnesses, such as diabetes, cancer, arthritis, and others. 

As long as this pattern continues, phytoconstituents will continue to be the best practical source for anticancer 

medication compositions. The cytotoxicity potential of the whole-plant hydroalcohalic extract of P. reticulatum was 

assessed in this work using MTT assays. The P. reticulatum of hydroalcohalic extract showed a very good% of cell 

inhibition with increasing concentration of the bioactive component of the test material, based on the results of those 

assays. 

 

CONCLUSION 

 
We conclude that using in vitro research lessens the need for animal-based clinical trials. It facilitates the rapid 

evaluation of a larger variety of substances with less effort. The MTT assay on human skin cancer cell line SK-MEL-28 

(skin melanoma) examination, according to research, demonstrated the PRHE's possibly powerful and unique 

anticancer action. In general, the findings suggest that this native tree may be used as a novel chemotherapeutic drug 

to treat skin cancer. This finding may open the door for new directions in cancer research and plant-based cancer 

therapies that avoid the negative effects of chemotherapy, greater chemical dosages, and chemotherapeutic agents. 
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Table 1: Results of phytochemical screening test of Hydroalcohalic Extract 

Test for Alkaloids 

1. Mayer’s Test + 

2. Hager’s Test + 

Test for steroids 

1. Salkowski Test - 

2. Libermann-Burchard’s Test - 

Test for Flavonoids 

1. Lead Acetate Test + 

2. Alkaline Reagent Test + 

3. Shinoda Test + 

Test for Tannins and Phenolic Compounds 

1. FeCl3 Test + 

2. Lead Acetate Test + 

3. Gelatine Test + 

Test for Saponins 

1. Froth Test + 

Test for Glycosides 

1. Legal’s Test + 

2. Keller Killani Test + 

3. Borntrager’s Test + 

+ = Components present 
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Table 2: Dose Response of Test sample on human skin cancer cell line SK-MEL-28 (skin melanoma) 

Concentration 

(ug/ml) 
% Cell Survival of STD 

% Cell Inhibition 

of STD 

% Cell Survival 

of PRHE 

% Cell Inhibition 

of PRHE 

0 0 0 0 0 

25 78.23 21.77 93.13 6.87 

50 46.18 53.82 86.06 13.94 

100 28.23 71.77 71.27 28.73 

200 21.96 78.04 55.34 44.66 

400 7.35 92.65 44.17 55.83 

 

 

 

 

Figure 1: Effect of PRHE on human skin cancer cell line 

SK-MEL-28 (skin melanoma) growth inhibition 

Figure 3: Images of human skin cancer cell line SK-

MEL-28 (skin melanoma)Before treated cell lines 

 
Figure 3: Images of human skin cancer cell line SK-MEL-28 After treated cell lines at 400 μg/ml 
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The primary objective of this study is to develop an efficient method for early detection of abnormal brain 

cell growth and malignant brain tumours through the analysis of Magnetic Resonance Image (MRI). The 

focus is on improving diagnostic capabilities to reduce mortality rates associated with these conditions. In 

pursuit of our objective, we employed a Convolutional Neural Network (CNN) model, leveraging its 

deep learning capabilities for accurate analysis of MRI images. The model was trained and evaluated 

using a dataset comprising 3000 MRI images, and its performance was assessed based on the metric of 

accuracy. Our investigation reveals that the proposed CNN model outperforms alternative models in the 

identification of brain tumours. By analyzing the dataset, our CNN achieved exceptional results, attaining 

an accuracy rate of 93%. This suggests that the CNN's ability to discern aberrant brain cell growth in MRI 

images is highly promising for early and precise detection. In automatic detection of brain tumor images 

different convolutional algorithm is introduced. In this proposed method, CNN algorithm is introduced 

which provided effective results compared to other algorithms. In conclusion, our study demonstrates 

the effectiveness of a Convolutional Neural Network in detecting abnormal brain cell growth and 

malignant tumours from MRI images. The proposed method is compared with existing SVM method. 

The proposed method obtained accuracy of 93% compared to SVM. This proposed method underscores 

the potential of this model as a valuable tool in early diagnosis. Early detection is crucial for timely 

intervention and treatment, which can significantly contribute to minimizing mortality rates associated 

with brain-related illnesses. Further research and validation are warranted to ascertain the robustness 

and generalizability of the proposed CNN model in diverse clinical settings. 
 

Keywords: Brain Tumor, Machine Learning, Segmentation, CNN algorithm, MRI, Validation. 
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INTRODUCTION 

 

 A brain tumour develops when brain cells proliferate excessively and indecorously. Excessive cell proliferation leads 

the creation of a mass or lump, which can impair normal brain function and put strain on surrounding tissues. These 

abnormal growths may be benign or malignant, and they have the potential to spread to other parts of the body. 

Benign tumours typically grow slowly and have well-defined borders. They do not infiltrate the surrounding tissues 

or spread throughout the body. Malignant tumours, on the other hand, are more aggressive and can invade 

neighbouring tissues before spreading to other sections of the brain or even the body via blood. Brain tumour 

symptoms can differ widely depending on their size [1], location, and whether they impact specific parts of the brain. 

Common symptoms include vomiting, dizziness, fatigue, and changes in mood or behaviour. A medical history 

evaluation, neurological assessment, imaging tools (such as MRI or CT scans), and sometimes a biopsy can be used to 

evaluate the kind and grade of the tumour [2]. Treatment options for brain tumors can include surgery to remove the 

tumor, targeted therapies, and other innovative approaches, depending on the specific characteristics of the tumor 

and the overall health of the patient.Because brain tumors can have serious implications for a person's health and 

quality of life, early detection, accurate diagnosis, and appropriate treatment are crucial. If someone is experiencing 

persistent or worsening neurological symptoms, it's important for them to seek medical attention promptly. The 

brain is a highly complex organ that controls various bodily functions and processes [3]. Tumors that develop within 

the brain can disrupt its normal functioning and potentially lead to a range of neurological symptoms, depending on 

their size, location, and type. Brain tumors are classified based on several factors, including their cell type, location, 

and behavior. Some common types of brain tumors include gliomas, meningiomas, pituitary adenomas, and medullo 

blastomas, among others. Gliomas are one of the most common types and arise from glial cells, which provide 

support and potection to nerve cells in the brain [4].Brain tumor symptoms can exhibit considerable variation and 

might encompass persistent headaches, seizures, alterations in vision, challenges with balance and coordination, 

shifts in cognitive abilities, and changes in personality [5].  

 

The precise manifestations can differ based on the tumor's location, size, and impact on surrounding brain structures. 

Diagnosis typically involves a combination of medical history assessment, neurological exams, and medical imaging 

techniques such as MRI scans. If a brain tumor is suspected, a biopsy might be performed to determine its type and 

grade [6].Treatment options for brain tumors include surgery, radiation therapy, and chemotherapy, often used in 

combination. Benign tumors might be removed through surgery, while malignant tumors may require a more 

comprehensive approach involving various treatments. Brain tumors pose significant medical challenges due to their 

complexity and potential impact on crucial brain functions. The research study titled "Design and Implementation of 

Brain Tumor Detection Using a Machine Learning Approach [7]," conducted by G. Hemanth, M. Janardhan, and L. 

Sujihelen, introduces an innovative method for automated segmentation. This method harnesses the power of 

Convolutional Neural Networks (CNNs) with small 3x3 kernels. What makes this approach unique is its capability to 

simultaneously perform both segmentation and classification using a single technique. In contrast to conventional 

Neural Networks (NNs), which are commonly used for such tasks, CNNs are employed. The distinguishing feature 

of CNNs is their layered architecture, which significantly enhances the accuracy of classifying outcomes. On-going 

research aims to better understand the underlying causes of brain tumors, improve early detection methods, and 

develop more targeted and effective treatment approaches to enhance patient outcomes and quality of life. Early 

diagnosis, advances in medical technology, and multidisciplinary medical care have led to improved prognosis and 

treatment options for individuals diagnosed with brain tumours. 

 

METHODOLOGY 
 

Convolutional Neural Network (CNN) is a machine learning algorithm used for brain tumor detection. CNN is used 

for tasks that involve image recognition, pattern detection, and feature extraction. Here's a breakdown of how CNNs 

work in detecting the tumor in the brain 
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Convolutional Layers 

CNN algorithm start with convolutional layers, which is used for the application of filters to the MRI input image. 

These filters scan the image pixel by pixel, learning to detect various features of the image. In brain tumor detection, 

these filters might capture specific patterns indicative of tumours. 

 

Pooling Layers 

The VGG-16 algorithm is a convolutional neural network (CNN) architecture built for image classification 

applications. Its sophisticated design and strong performance on a wide range of visual recognition tasks have 

helped it acquire prominence. The VGG-16 algorithm has been developed for the critical problem of detection using 

medical imaging data, such as magnetic resonance imaging (MRI) scans, in this context. 

 

Flattening 

The result from first two layers is then converted into a 1D vector. This vector is then fed into fully connected layers. 

 

Fully Connected Layers 

Fully linked layers process flattened features and make decisions using acquired patterns. In the context of brain 

tumour identification, these layers can evaluate complicated correlations between various characteristics to 

determine whether or not a tumour is present. [8]. 

 

Output Layer 

The final layer of the CNN produces the classification results. For brain tumor detection, it might output whether a 

tumor is detected or not, along with the probability scores. 

 

Training 

Classify the dataset into three categories: training, validation, and verification. The training set updates the model's 

parameters, the validation set monitors the model's performance during training, and the test set evaluates the 

model's overall performance. Feed the training photographs into the model, and then calculate the loss [9]. Using the 

particular optimisation algorithm, back propagate the loss through the network to update the weights and biases. 

This method should be performed for numerous epochs (iterations over the full training dataset). The success of the 

CNN model in brain tumour verification is that it correctly detects tumours in the brain. This is especially useful 

when analysing medical photos, when discovering tiny patterns can be difficult. It is vital to remember that CNNs 

are not a replacement for medical professionals, but rather a valuable tool that can help discover tumours as early as 

possible. They can assist doctors in making more accurate assessments by identifying potential areas of concern in 

medical pictures, resulting in faster and more informed patient care decisions.Figure1. represents the proposed 

method. 

 

Data Collection 

Collect a dataset of brain MRI scans or other relevant medical images that include both images with tumor and 

images without tumor (normal cases). 

 

Data Preprocessing 

Preprocess the images to ensure consistent quality and format. This might involve resizing, rescaling intensity values, 

and potentially applying noise reduction techniques. 

 

Data Annotation 

Annotate the images to create ground truth labels indicating the presence and location of tumors in the images. 

Expert radiologists often perform this task. 

 

 

 

Saranya 

et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75776 

 

   

 

 

Feature Extraction 

Extract relevant features from the images that can help discriminate between tumor and non-tumor regions. In the 

case of medical images, these features might include texture, shape, and intensity information. 

 

Model Selection 

The process of Model Selection involves the careful choice of a suitable machine learning model. Convolutional 

Neural Networks (CNNs) are frequently employed for image analysis tasks owing to their capacity to autonomously 

learn significant features from the data [10]. 

 

Data Splitting 

It requires dividing the dataset into several separate subsets: training, validation, and test sets. The training set's 

objective is to help the model learn, whereas the validation set is used to fine-tune hyperparameters. Finally, the test 

set is critical for measuring the model's overall performance and efficacy. 

 

Model Training 

Train the chosen model using the training set. The model learns to map the extracted features to the tumor 

classification. 

 

Clinical Integration 

Validate the model's performance in a clinical setting, possibly involving collaboration with medical professionals to 

ensure the model's accuracy aligns with clinical figure requirements. 

 

Deployment 

Once the model has proven to be reliable and safe, it can be used in the actual world. This may entail incorporating it 

into a medical imaging system or interface used by radiologists or physicians. It is vital to note that the methodology 

may differ depending on the specifics of the situation, accessible data, and breakthroughs in the field. Collaboration 

among medical professionals, computer scientists, and machine learning experts is required to develop accurate and 

trustworthy methods for brain tumour identification. Furthermore, ethical concerns and patient data protection must 

be carefully considered during the procedure. 

 

Dataset Collection 

For our brain tumor detection research, we curated a dataset from publicly accessible online data. The dataset 

consists of MRI images, which is considered the most effective technique for detecting brain tumors. This dataset 

comprises types of brain tumor scans, including Meningioma tumor,healthy samples, Pituitary tumor, Glioma tumor. 

In total, our dataset contains 3264 MRI images. To visualize the distribution of these images based on the various 

forms of brain tumor, we provided a breakdown. In this dataset there will be different types of tumor so that there 

will be correct accuracy which will be given by CNN model. Availability of a significant number of samples for each 

tumor type ensures that the models can learn to distinguish between differentiates between brain tumor types. 

Figure 2.shows the input image. 

 

DATA PREPROCESSING 

 
Preprocessing is an important stage to preparing data for training the model. In our case, the MRI images are brought 

from a patient data but are of low quality and lacked clarity. To make them suitable for further processing and 

analysis, we applied various preprocessing techniques. One of the essential steps in preprocessing was normalization 

[11]. By normalizing the MRI images, we ensured that their pixel values were scaled to a standardized range, 

typically between 0 and 1. This step helps in reducing the impact of varying pixel intensities and ensures consistency 

across the dataset. Moreover, to address the issue of blurriness and improve the image quality, we employed 

Gaussian and Laplacian filters. The Gaussian filter was used to smoothen the images by reducing noise and creating 
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a more uniform appearance. This filtering process helps in enhancing image features and reducing the influence of 

small artifacts or disturbances. Additionally, the Laplacian filter was applied to sharpen the images and emphasize 

the edges and boundaries of brain structures [12]. This step further aid in enhancing the relevant features in the MR 

images, making them more distinct and easier to analyze. By employing these preprocessing techniques, we aimed to 

rich the overall quality of the MRI scans, making them more suitable for training machine learning models for brain 

tumor detection [13]. Improved image clarity and reduced noise contribute to better model performance and more 

accurate tumor classification[14].Figure3. represents the preprocessed which can be given as an input for the 

detecting the tumor in the brain.   

Data division and Augmentation 

Given that our dataset was relatively small, consisting of only 3264 MR images, it presented a challenge for training 

deep neural networks effectively. This network generally works on more number of datasets to achieve good results 

and avoid over fitting [15]. To mitigate this limitation and enhance the model's learning capacity, we employed these 

techniques. Data augmentation is a process of improving the quality of the original images. This approach helps to 

create new and diverse samples, making the training process more robust and preventing the model from 

memorizing the limited data [16].We divided our dataset as 3 subsets: 70% for training, 15% for testing, and 20% for 

validation. For data augmentation, we applied several transformations to the MRI images: 

 

Mirroring 

We created mirror images of the original MR images to introduce more variations in the dataset. 

 

Rotation 

By rotating the images, we simulated different angles from which the MRI scans could be taken, further enriching the 

dataset. 

 

Width and Height Shifting 

We shifted the images horizontally and vertically to simulate slight changes in the positioning of the brain structures 

within the scans [17]. 

 

Zooming 

Zooming in and out of the images allowed us to create different scales and perspectives, adding more diversity to the 

dataset. By augmenting the data in this manner, we effectively increased the effective size of our dataset, making it 

more suitable for training images. The dataset helped to improve the model generalization enabling to perform better 

on data [18]. 

 

Validation Process 

In our study, selecting an appropriate validation procedure for the dataset of 3264 scan images was crucial to give 

accurate estimation of the deep learning model's performance [19]. We opted for the holdout validation process, a 

commonly used method known for producing better results. This validation technique includes dividing the MRI 

scans into two categories as training dataset and a testing dataset. This division enables the CNN model for better 

training and facilitates evaluation of its performance. Specifically, 70% of the dataset used for training period while 

the remaining 20% for validation period and 10% for testing During training phase, CNN model is trained using it to 

learn and optimize its parameters. According to the CNN model performance we can calculate how the model is 

good performing. Training the model with more 80% of the dataset is very important for the model to learn about the 

different types of images. 
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RESULTS AND DISCUSSION 

 
In this section, the performance of the proposed method has been evaluated based on the experimental results. The 

problem was experimented on 3000 brain images taken from kaggle dataset.  The experiments have been done on Hp 

Pavilion dv5 with Intel® Core™ 2 Duo CPU @ 2.00GHz with 3 GB RAM running on Microsoft Windows 10 platform. 

The performance of the proposed method is evaluated using following performance metrics. 

Performance metrics 

In our evaluation of the CNN model and analysis of model performance is took into account several key metrics. The 

metrics are helpful to find how well the models are being performed. The main metrics is accuracy. 

 

Accuracy 

Accuracy was a fundamental metrics is used to evaluate how the CNN model is good in working in a binary 

classification task like brain tumor detection. It measures the proportion of prediction made by CNN model out of 

the number of samples in the dataset [20]. 

 

Accuracy calculation 

Accuracy=True positives +True negatives/True positives +True negatives +False positives +False negative.True 

Positives (TP) denote the number of tumour cases correctly predicted as tumours by the model. True Negatives (TN) 

are the number of non-tumor patients that are appropriately identified as such. False Positives (FP) refer to instances 

in which non-tumor cases are incorrectly categorised as tumours, resulting in a Type I mistake. Similarly, False 

Negatives (FN) identify the occasions where tumour patients are incorrectly categorised as non-tumors, which 

constitutes a Type II error. The precision of this model provides us with a clear grasp of how well it performs in brain 

tumour and non-tumor cases. A high accuracy score indicates that the model is providing more accurate detection. 

 

Machine learning model 

The VGG-16 algorithm is a convolutional neural network (CNN) architecture built for image classification 

applications. Its sophisticated design and strong performance on a wide range of visual recognition tasks have 

helped it acquire prominence. The VGG-16 algorithm has been developed for the critical problem of detection using 

medical imaging data, such as magnetic resonance imaging (MRI) scans, in this context. Brain tumor detection is a 

critical application in the field of medical imaging, as early and accurate diagnosis plays a pivotal role in patient 

treatment and prognosis. The VGG-16 algorithm's ability to learn intricate features from images, coupled with its 

adaptability, makes it suitable for this task.The algorithm's architecture consists of multiple convolutional layers 

organized into five blocks, each followed by max-pooling layers. These layers are responsible for progressively 

learning hierarchical features from the input images. By leveraging the rich set of features extracted from the images, 

the algorithm can discern patterns indicative of the presence of brain tumors. The VGG-16 algorithm's versatility 

allows researchers and practitioners to fine-tune its pre-trained weights on medical imaging datasets containing 

brain MRI scans. This process involves adapting the network's architecture to accommodate the specific 

characteristics of the medical images, such as their dimensions and channel information. Furthermore, the fully 

connected layers of the algorithm are customized to output the desired classification, such as identifying whether an 

MRI scan indicates the presence of a brain tumor or not which show in Figure 4. The proposed method is compared 

with existing SVM method. The SVM method achieves only 84 % but the proposed attains the accuracy of 93% which 

is shown in Figure 5. This shows that the proposed method works better compared to existing method.  By training 

the algorithm on a substantial dataset of labelled brain MRI scans, it can learn to distinguish between normal brain 

tissue and abnormal regions indicative of tumors. This learned knowledge enables the algorithm to subsequently 

analyze new, unseen MRI scans and provide predictions about the likelihood of a brain tumor's presence. In 

summary, the adaptation of the VGG-16 algorithm for brain tumor detection showcases the intersection of deep 

learning, medical imaging, and computer-aided diagnosis. This programme has the potential to help medical 

practitioners make accurate and quick diagnoses, leading to better patient care and results. However, it is vital to 
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stress that the algorithm's use in clinical settings requires extensive testing and coordination with physicians to 

ensure its safety and reliability. 

CONCLUSION 

 
Detecting the tumor earlier is important for reducing global mortality rates. However, due to their complex form and 

structure, accurately detecting brain tumors remains challenging. MR images play a significant role for identifying 

tumor as soon for affected peoples. In this paper, we utilized many of the MRI scans and developed CNN 

architecture for early tumor identification, which yielded promising results that is 93% of accuracy. Deep learning 

model have is important for classification and detection. One limitation was the lengthy training process due to the 

CNN's layers and limited GPU capacity, but this was improved after upgrading our GPU system. For future work, 

incorporating individual patient information from various sources could enhance brain cancer identification accuracy 
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Figure. 3. Preprocessed Image Figure 4.  Detected tumor results 
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Figure 5. Accuracy of brain tumor classification 
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Ardhavbhedaka is a condition classified under Urdhawajatrugata Roga in Ayurvedic medicine. It derives its 

name from the hallmark symptom of severe, lasting pain affecting one side of the head, with recurring 

episodes occurring every fifteen days, or monthly intervals. The signs and symptoms of Ardhavbhedaka 

bear similarities to migraine headaches in modern medicine. The available contemporary treatment 

including NSAIDs, triptans, antidepressants and anticonvulsants has drawbacks like drug dependence, 

medication withdrawal syndrome, and chances of developing chronic headache. Present study Gunja 

Taila Nasya Karma and Dashmoola shrit ksheera Shirodhara was done on 30 patients of Ardhavbhedaka 

(Migraine), who were divided into two groups by using Lottery Randomization Method. It was done on 

the basis of various scales i.e. VAS Score, MIDAS and Subjective Parameter. The VAS Score declined by 

8.36±1.50 to 2.36±1.65, 7.60±1.40 to 4.13±1.55 and MIDAS Score 31.50±10.96 to 11.43±5.46, 0.87±11.56 to 

17.87±8.71 in Group A and B respectively. Gunja Taila Nasya and Dashmoola Shrit Ksheera Shirodhara were 

found to be effective treatments for Ardhavbhedaka but clinically Gunja Taila Nasya was more effective. 
 

Keywords: Ardhavbhedaka, Panchkarma, Migraine, Nasya karma, Ayurveda, Shirodhara 
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INTRODUCTION 

 

 The human body is recognized to contain 107 Marmas, with "Shirah" being designated as the primary Marma (vital 

point)[1]. "Shirah" holds a special status as the "Uttamanga" or most important component among all the bodily 

structures, serving as the sanctuary for Prana (life force) and all sensory faculties (Indriyas)[2]. Among the various 

disorders associated with the head mentioned in Ayurvedic texts, "Ardhavbhedaka Roga" is one such condition, 

classified under the category of "Shirorogas" [3]. Acharya Chakrapani, the commentator of Charaka Samhita, provided a 

clarification for the term Ardhavbhedaka, stating it as "Ardha Mastaka Vedana"[4].  According to Acharya Charaka[5] and 

Madhava[6], it is considered a Vata or Vata-Kaphaja disease. According to Acharya Sushruta, it is classified as a Tridoshaja 

disease[7].  According to Acharya Vagbhatta, it is categorized as a Vataja disease[8]. Ardhavbhedaka is correlated with 

Migraine on the basis of sign and symptoms. The word migraine is derived from the Greek word Hemi-Crania, 

meaning "half of the head" because the pain of migraine often occurs on one side (Megrim means hemicranial). Pain 

also sometimes spreads to affect the entire head. Migraine is a complex neurological disorder that manifests with 

recurrent headaches, nausea, vomiting. photophobia or phonophobia. There may or may not be a neurological 

accompaniment in the form of an aura[9]. Aacharya's explained that all the Panchkarma procedures are indicated for 

Ardhavbhedaka. However, Nasya karma and Shirodhara plays a vital role in disintegrating the pathology of the disease. 

Panchakarma aims to address the root causes of the disease and enhance overall well-being. 

 

AIMS AND OBJECTIVES 

1. To evaluate the effect of Nasya in management of Ardhavbhedaka. 

2. To evaluate the effect of Shirodhara in management of Ardhavbhedaka. 

 

MATERIALS & METHODS 

 
Ethical Clearance and CTRI Registration: The Clinical study was started after the approval of Institutional ethics 

committee IEC No. DSRRAU/UPGIAS&R/ IEC/20-21/403 and the Research work have been registered in Clinical 

Trial Registry of India CTRI/2022/09/045891. The Drug was prepared in the pharmacy of DSRRU, Jodhpur, Rajasthan. 

 

Selection of Patients 

All patients fulfilling the inclusion criteria were selected from the OPD of Panchkarma Department, PGIA Jodhpur, 

irrespective of their sex, caste, religion, occupation and economic status. Patients were included in the study after 

taking a written consent. All details of the patients were recorded and maintained in the specially prepared proforma 

[CRF-Clinical Registration Format]. 

 

Sampling method: Lottery Randomization Method 

Group A: Gunja Taila Nasya (Shirovirechan Nasya) was given for 7 days followed by a gap of 7 days, two sitting was 

given in 15 Patients and total days in completion of Nasya Karma were 28 days. 

DOSE: 4-4 bindu each nostril. [Standardization of Bindu: 1 Bindu = 0.5 ml] 

 

Group B: Dashmoola shrit ksheera Shirodhara in 15 patients for 14 days. 

DOSE: 1.5 liter medicated ksheera. 

 

Inclusion Criteria 

1. Diagnosed and confirmed cases of Ardhavbhedaka (Migraine) according to CRF. 

2. Patients between the age group of 16-45 years of either sex, religion, occupation. 

3. Clinically Fit for Nasya Karma and Shirodhara. 

4. Patients willing to give written consent. 
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Exclusion Criteria 

1. Patients who were suffering from secondary headaches like meningitis, brain tumour, encephalitis, cervical 

spondylitis, sinus, refractive errors & glaucoma.  

2. Patients who were suffering from chronic disease like hypertension, COPD, renal disease etc. 

3. Pregnant and lactating women. 

4. A Patient of Ardhavbhedaka who was taking other treatment was excluded. 

5. Nasya and Shirodhara Ayogya. 

 

Withdrawal Criteria 

1. If any adverse effect noted which require immediate medical intervention.  

2. Patient not willing to continue the treatment. 

3. Any other acute illness. 

 

ASSESSMENT CRITERIA 

Assessment of the Therapy was carried out before treatment and after treatment. It was done on the basis of various 

scales i.e. VAS Score, MIDAS and Subjective Parameter. 

 

Visual Analogue Score (VAS) 

 

 
 

 

MIDAS (Migraine Disability Assessment Test) 

Questionnaire was put together to help you measure the impact your headaches have on your life. The information 

on this questionnaire is also helpful for your primary care provider to determine the level of pain and disability 

caused by your headaches and to find the best treatment for you. 
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Subjective Parameters 

Based on symptoms of disease that is Intensity of Headache, Painless interval, Duration of Headache (hours/ days), 

Nausea, Vomiting, Photophobia, Phonophobia, Vertigo andVisual disturbance.  

 

OBSERVATIONS AND RESULTS 

 
In the clinical study, 30 individuals who had been clinically diagnosed and confirmed to have Ardhavabhedaka 

(Migraine) were enrolled based on the Case Report Format (CRF). Among these 30 patients, one patient discontinued 

the treatment. Demographic data shows that maximum numbers of patients were from Age group of 36-45 years 

43.33% (17) out of which Females were 60% (18), Hindus 100% (30), Married 63.33% (19), Rural Habitat 60% (18), 

Graduate 43.33% (13), Housewife 26.67% (8), Socio-economic status- Middle class 63.33% (19), Family history- 

Nothing significant 76.67% (23), Treatment history- No History 50% (15), Normal General Appearance 60% (18), 

Mixed Diet 53.33% (16), Vishamagni 30% (9), Madhyama Kostha 50% (15), Normal bowel habit 56.67% (17), Madhyama 

Sharir 43.33% (13), Vata-Kapha Sharir Prakriti 50% (15), Rajasika Mansika prakriti 63.33% (19), Samyaka Nidra 66.67% (20), 

No addiction 36.67% (11), Madhyama Sara 73.33% (22), Madhyama Samhana 73.33% (22), Madhyama Pramana 73.33% 

(22), Pravara Satmya 46.67% (14), Madhyama Satva 53.33% (16), Madhyama Abhyavaharan Shakti 46.67% (14), Madhyama 

Jarana Shakti 56.67% (17), Madhyama Vyayama Shakti 76.67% (23), Madhyama Vaya 56.67% (17) observed. 

 

Data Related to Disease 

A maximum number of patient’s i.e. 50% (15) patients were having chronicity within 1 year, 53.33% (16) were having 

sudden onset of disease, 53.33% (16) were having moderate severity of disease, 90% (27) were having unilateral side 

of headache, 50% (15) had no such Menstrual association, 66.67% (20) were having severe MIDAS Scale observed. 
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Group A and Group B showed statistically significant result in all the parameters like VAS Score, Intensity of 

headache, Painless Interval, Duration of Headache, Nausea, Vomitting,  Photophobia, Phonophobia, Vertigo, Visual 

Disturbance and MIDAS Score.  

Mann Whitney U Test is carried out for comparison between Group A and Group B. From above table, we can 

observe that, P-Value for all parameters is less than 0.05. Hence, we can conclude that, there is significant difference 

between Group A and Group B. Further, we can observe that, mean rank for Group A is greater than Group B. 

Hence, we can conclude that, effect observed in Group A is better than Group B. 

 

Overall efficacy of therapies in Group A and Group B 

In Group A, 35.71% of patients showed marked improvement, 57.14% of patients showed moderate improvement 

and 7.14% of patients showed mild improvement. In Group B, 86.67% of patients showed mild improvement, 13.33% 

of patients showed moderate improvement and 0% of patients was have no changes. 

 

DISSCUSSION 

 
A scientific correlation between Ardhavbhedaka and Migraine can be established based on their shared cardinal feature 

of unilateral headache and paroxysmal episodes. It can be concluded that Vata is the predominant Dosha involved in 

Ardhavbhedaka. Probable Mode of Action of Gunja Taila: Components of Gunja Taila - Tila taila (Sesame oil), Bhringraj 

(Eclipta alba), Kanji and Gunja (Abrus precatotrius). Maximum contents of this oil have Madhura - Katu - Tikta - Kashaya 

rasa, Laghu, Ruksha guna, Ushna veerya, Katu Vipaka and Kapha- Vata Shamaka property. Tila taila had been proven 

Analgesic, Anti-Oxidant properties and as per Ayurveda classics effects on - Daurbalya, Pakalighata, Puyameha, 

Sirahsula, Sula, Vatavikara, Vrana. Bhringraj (Eclipta alba) had been proven Hepato-protective, Anti-Inflammatory, 

Antiviral properties and as per Ayurveda classics effects on – Sirah sula, Pandu, Kamla, Svasa-Kasa, Netra roga. Gunja 

(Abrus precatotrius) had been proven CNS Depressant, Analgesic, Anti-Muscarinic, Anti-Spasmodic properties and as 

per Ayurveda classics effects on – Darunaka, Krimi danta, Visarpa, Shoola, Kaphavatahara. Kanji has Rochaka, Pachaka, 

Agnideepana, Shoolanashaka, Ajirana nashak, Kostha Suddhikar properties. Probable mode of action of Nasya Karma: A 

drug administered nasally travels to the Sringataka Marma and spreads within the cranial circulation (Murdha), 

eventually reaching a pivotal point where the pathways of the Netra (eyes), Kshotra (ear), Kantha (throat), and 

Siramukhas (blood vessels converge). It effectively eliminates the unhealthy Doshas from the Urdhavajatru (upper neck 

area), akin to how Munja grass is cleanly separated from its stem. Abhyanga: The Ayurvedic texts suggest gentle 

massage on specific areas including the frontal, temporal, maxillary, mastoid, and neck regions before and after 

Nasya. There is a Marma point called Manya located on either side of the trachea in the neck, which is believed to 

correspond to the carotid sinuses. The procedures, postures, and practices associated with Nasya Karma play a vital 

role in drug absorption and transportation. Swedana: Massage can stimulate blood circulation, promoting 

vasodilation (Sroto Vispharana) and lymphatic flow in the targeted area, thereby potentially improving the 

distribution and absorption of the medication. Second, local fomentation, which involves applying warm compresses 

or heat, may induce a hypno-analgesic effect by diverting stimuli.  

 

During the drug absorption process from the nasal cavity, the initial step involves traversing the mucus layer. While 

small and uncharged particles can easily move through this barrier, larger and charged particles might encounter 

difficulties in crossing it. The olfactory nerve functions as a chemoreceptor. This nerve is connected to the limbic 

system and hypothalamus through the olfactory pathway. These brain regions play a role in regulating endocrine 

secretions. Stimulating the hypothalamus electrically in animals can trigger secretions from the anterior pituitary. 

Consequently, drugs administered through this pathway stimulate higher brain centers, influencing the regulation of 

both the endocrine and nervous systems. Keeping the head in a lower position and retaining the medicine in the 

nasopharynx, as well as employing massage and local fomentation techniques. Probable Mode of Action of 

Dashmoola Shrit Ksheera: Among the ten ingredients in Dashmoola, 50% (5 Dravyas) possess Vata-Kapha Shamak 

properties, 40% (4 Dravyas) have Tridosaghna properties, and 10% (1 Dravya) exhibits Vata-Pitta Shamak properties. 

This signifies that all the constituents in Dashmoola (100%) possess Vata Shamak properties, and 90% (9 Dravyas) have 
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Vata-Kapha Shamak properties. Consequently, it becomes a potent compound for pacifying Vata Dosha, Vata-Kapha 

Dosha, and Tridosha in general. Considering that Ardhavbhedaka is primarily a Vata-dominant condition (Vata-kapha-

Ch. or Tridoshaja Su.), there is a strong possibility that the treatment could disrupt the pathogenesis (Samprapti 

vighatna) of Ardhavbhedaka Roga. Milk possesses the qualities of Madhura Rasa, Snigdha, Guru, Mridu, and Sandra Guna 

which collectively help pacify Vata and Pitta Doshas. Additionally, milk shares similar properties with 

Ojas(immunity), making it a promoter of Ojas in the body. Probable mode of action of Shirodhara: According to 

Acharya Charaka, the head, also known as Uttamanga, is the foundation for all the sense faculties or Indriya[10]. Due to 

this fact Shirodhara provides strength to prana, Udana & Vyana Vayu, Sadhaka Pitta, Tarpaka Kapha and indriyas which 

are vitiated in case of psychological disorders. According to Yoga Sutra, in Shirodhara patient is made to lie down in 

supine position as in shavasana. This position itself is used for relaxation in yogic science.  Effect of Shirodhara on 

Marma: Shirodhara makes the patient concentrate on Sthapni, Utshepa, Avarta, Shankha and Apanga Marma area by 

which the stability arrives in the function. Hypothesis for the Possible Mechanisms of Shirodhara's Effects: In 

Shirodhara, Dhara is poured continuously over the forehead of patient in a specific manner from a specific height and 

for a specific period of time. Every substance located at a specific height has Potential Energy (P.E. = mgh) and this 

energy is turned into Kinetic Energy when the substance falls from that height. This is the ‚Law of Conservation of 

Energy‛ [11,12]. Thus it can be concluded that P.E.= K.E i.e. mgh= ½ mv2. It is evident from the preceding explanation 

that when anything falls from a given height, it generates momentum, that momentum may induce a change in 

voltage and stimulate nerve impulse creation or accentuate nerve impulse conduction.  

 

This is most likely why the medication is administered for 45 minutes to an hour during Shirodhara. Shirodhara creates 

a continual pressure and vibration that is intensified by the hollow sinus in the frontal bone. The vibration is 

subsequently carried inwards via the cerebrospinal fluid (CSF) fluid medium. This vibration, along with a bearable 

amount of temperature, may stimulate the functioning of the thalamus and the basal forebrain, bringing the levels of 

serotonin and catecholamine back to normal. Pressure has an influence on impulse conduction as well. When a nerve 

is subjected to extended pressure, impulse conduction is disrupted and a portion of the body relaxes. Shirodhara is a 

method that employs extended and continuous pressure to trickle medicinal liquid over the forehead to calm the 

mind and alleviate stress by controlling nerve progression/stimulation[13]. Acetylcholine in small dosages lowers 

blood pressure, resulting in reduced activity of the central nervous system and mental tranquillity[14]. Serotonin (5-

hydroxytryptamine, 5-HT) is a neurotransmitter in the brain that has an enormous influence over many brain 

functions. It is synthesized, from the amino acid L-tryptophan, in brain neurons and stored in vesicles. Shirodhara 

bring a calming effect because after completion of procedure patient feel relax and sleepy[15]. So it may say that one of 

the mechanisms of action of Shirodhara is by raising the level of Serotonin. These hypotheses suggest a multifaceted 

approach to Shirodhara's effects, potentially involving energy conversion, momentum, neurotransmitter modulation, 

and nerve stimulation. 

 

CONCLUSION 

 
Gunja Taila Nasya and Dashmoola Shrit Ksheera Shirodhara were found to be effective treatments for Ardhavbhedaka but 

clinically Gunja Taila Nasya was more effective. Moreover, both therapies were determined to be safe and cost-

effective. 

 

LIMITATIONS OF THE STUDY 

The inclusion of both self-assessment and observer-based rating scales in the study creates the potential for scoring 

errors. Sample size of the study was small and time Period for clinical trial was of short duration.  
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Table 1. Effect of Gunja Taila Nasya and Dashmoola Shrit Ksheera Shirodhara on symptoms of Ardhavbhedaka 

(Migraine) 

Symptoms 

GROUP A GROUP B 

Mean Score ± SD P-

Valu

e 

 

% 

Chang

e 

Mean Score ± SD P- 

Valu

e 

% 

Chang

e 0 Day 28 Day 0 Day 28 Day 

VAS Score 8.36±1.50 2.36±1.65 0.000 71.79% 7.60±1.40 4.13±1.55 0.000 45.61% 

Intensity of Headache 3.14±0.95 0.93±0.73 0.000 70.45% 2.87±0.99 
1.93±0.80 

 
0.001 32.56% 

Painless interval (In 

days) 
3.00±0.78 1.14±0.86 0.001 61.90% 2.67±0.98 1.73±0.96 0.001 35.00% 

Duration of Headache 3.14±0.86 1.14±0.77 0.000 63.64% 3.00±0.85 2.07±0.80 0.002 31.11% 

Frequency of Nausea 1.86±1.10 0.86±0.77 0.003 53.85% 1.87±1.19 
1.13±0.83 

 
0.002 39.29% 

Frequency of Vomiting 1.50±1.29 0.29±0.61 0.015 80.95% 1.47±1.19 0.80±0.86 0.014 45.45% 

Photophobia 2.93±1.00 1.29±0.61 0.001 56.10% 2.33±0.98 1.27±0.88 0.000 45.71% 

Phonophobia 1.79±0.89 0.57±0.76 0.001 68.00% 1.20±0.77 0.80±0.68 0.033 33.33% 

Vertigo 1.36±1.15 0.43±0.51 0.009 68.42% 1.20±1.21 0.60±0.91 0.006 50.00% 

Visual Disturbance 0.50±0.76 0.14±0.36 0.025 71.43% 0.87±1.06 0.60±0.74 0.047 30.77% 

MIDAS Score 
31.50±10.9

6 

11.43±5.4

6 
0.000 63.72% 

30.87±11.5

6 

17.87±8.7

1 
0.000 42.12% 
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Table 2. Inter-group comparison in 30 Patients of Ardhavbhedaka (Migraine)  

Variable Group Mean Rank Sum of Ranks Mann-Whitney U P-Value 

VAS Score 
Group A 21.82 305.50 

9.5 0.000 
Group B 8.63 129.50 

Intensity of Headache 
Group A 21.00 294.00 

21.0 0.000 
Group B 9.40 141.00 

Painless interval (In Days) 
Group A 19.54 273.50 

41.5 0.003 
Group B 10.77 161.50 

Duration of Headache 
Group A 20.11 281.50 

33.5 0.001 
Group B 10.23 153.50 

Nausea 
Group A 16.43 230.00 

85.0 0.034 
Group B 13.67 205.00 

Vomiting 
Group A 16.46 230.50 

84.5 0.033 
Group B 13.63 204.50 

Photophobia 
Group A 18.61 260.50 

54.5 0.013 
Group B 11.63 174.50 

Phonophobia 
Group A 19.25 269.50 

45.5 0.005 
Group B 11.03 165.50 

Vertigo 
Group A 16.43 230.00 

85.0 0.035 
Group B 13.67 205.00 

Visual Distubance 
Group A 16.00 224.00 

91.0 0.043 
Group B 14.07 211.00 

MIDAS Score 
Group A 19.00 266.00 

49.0 0.014 
Group B 11.27 169.00 
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Nigella sativa(NS)is frequently referred to as a "remarkable botanical specimen" owing to its extensive 

range of biological and pharmacological functions. It possesses anti-inflammatory, antioxidant, 

antibacterial, anti-apoptotic, anti-mutagenic, and anti-carcinogenic properties. Substantiated evidence 

suggests that N. sativa may contribute to the treatment of neurodegenerative diseases, as well as ailments 

such as cough, fever, diarrhea, and eczema. Historically, it has been employed for managing conditions 

like hyperglycemia, hypertension, allergies, and gastrointestinal distress. The abundant presence of 

antioxidants in NS has led to its widespread utilization as a medicinal herb. Scientific investigations have 

demonstrated the efficacy of oil extracted from NS seeds in the treatment of cerebral hypoperfusion and 

restoration of spatial memory. Moreover, increased scopolamine levels in NS have been found to alleviate 

acetylcholine levels and oxidative stress in mouse brains, thereby enhancing learning and memory. The 

neuroprotective properties of NS and its component thymoquinone (TQ) have been examined in both 

human and animal models of various neurological disorders, including Alzheimer's disease, epilepsy, 

and neurotoxicity. For centuries, the seeds and oil derived from the Nigella sativa (NS) plant have been 

utilized in traditional medicine worldwide. Consequently, the primary aim is to explore the potential 
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antidepressant effects of this plant. Animal studies have demonstrated the protective effects of NS against 

damage to the brain, kidneys, lungs, heart, and liver. 

Keywords: Nigella Sativa, Parkinson’s Disease, Alzheimer’s disease, Multiple Sclerosis, Epilepsy. 

 

INTRODUCTION 

 

Depression is a prevalent mental disorder that afflicts a significant number of individuals. Globally, about 5% of 

adults experience depression.(1)Depression is a mental health disorder characterized by persistent feelings of 

sadness, hopelessness, and a lack of interest or pleasure in activities.‚Depression‛ comes from the Latin word 

depressio, meaning to press down.(2)Depression affects more women than males. Approximately 50% more women 

worldwide suffer from depression.The effective management and treatment of depression necessitate the 

involvement of proficient specialists in the field of mental health, including psychiatrists and psychologists. Mental 

illnesses, such as depression, exhibit considerable frequency, not only in developing nations but also in more 

advanced societies.(3) Moreover, they are notably prevalent among military personnel.(4)One estimation suggests 

that the population of individuals residing in the United States who have experienced significant depression 

amounts to approximately 17.3 million. (5)Depression constitutes a notable mood disorder that can manifest in 

diverse manifestations, exerting a significant influence on the overall burden that society's health endures due to 

depression.(6)(7) Various therapeutic medications are currently used to treat depression; however, their clinical 

applications are limited due to significant side effects such as impaired psychomotor function, potentiation of other 

central depressive drugs, and the potential for dependency.(8) Consequently, there is ongoing global research to 

discover novel herbal remedies for depression. While numerous plant-based treatments have been employed 

historically, many herbal medicines remain unexplored.(9) This review study was conducted on experimental 

animals to evaluate the effectiveness of NS as a treatment for stress-induced depression and to gain a deeper 

understanding of the underlying mechanisms involved. 

 

Nigella Sativa  and its Historical Significance in Traditional Medicine 

NS possesses antioxidant properties, and scientific investigations have demonstrated its ability to alleviate oxidative 

stress, a condition that can potentially result in ischemia. Additionally, this plant extract shields erythrocytes against 

lipid peroxidation and ameliorates the augmented osmotic features induced by hydrogen peroxide. The effects of this 

extract on neurological conditions such as epilepsy and mental disorders like bipolar disorder have been subject to 

thorough examination. Notably, N. Sativa has been observed to have a substantial impact on mood disorders.(10) 

Nigella sativa (NS), commonly referred to as Black Seed, is a flowering plant belonging to the Ranunculaceae family. It 

is widely recognized for its therapeutic properties and finds usage in various regions across the globe. The plant's 

seeds have a rich history of being employed for both medicinal and culinary purposes due to their versatile nature. 

One notable historical context is ancient Egypt, where archaeological findings, including black seeds discovered in 

the tomb of King Tutankhamun, point to the plant's valued status in ancient Egyptian culture. This early use 

underscores the enduring importance of NS in traditional healing practices.(11) Islamic literature praises its 

effectiveness as a form of medical treatment. Nigella sativa (NS), a medicinal plant, is native to Western Asia, Eastern 

Europe, and the Middle East. In Arabic, NS seeds are known as "Al-Habba Al-Sauda" and "Al-Habba Al-Barakah," 

while in English, they are commonly referred to as "black seed" or "dark cumin".  

 

There have been indications for a considerable period that NS seeds are used as a remedy for a wide range of 

ailments in several Asian countries, including some in the Middle East. This plant holds significant importance in 

Islamic nations due to its diverse applications. Furthermore, the renowned book "Canon of Medicine," written by 

Avicenna, highlights the potential of NS seeds in enhancing physical vitality while alleviating feelings of fatigue and 

depression.(12)(13) Beyond that, NS has found its place in Ayurvedic texts, the traditional system of medicine in 

India, as well as in other Asian healing traditions.(14) Its historical use is not limited to a specific region, as the plant's 

seeds have been recognized for their therapeutic properties by ancient Greek and Roman figures such as Hippocrates 
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and Dioscorides. Throughout the Middle East and various African cultures, NS has been a staple in traditional 

medicinal practices. Its applications range from addressing digestive and respiratory issues to serving as a general 

tonic for overall well-being. The plant's versatility and historical significance in diverse cultures highlight its 

enduring reputation as a medicinal herb.(15) In recent times, the historical uses of NS have attracted scientific 

attention. Modern research has explored its potential anti-inflammatory, antioxidant, and immune-modulating 

properties. While historical and cultural contexts have long valued black seed for its health benefits, ongoing 

scientific investigations aim to provide a deeper understanding of its efficacy and mechanisms of action. As with any 

herbal remedy, it is advisable for individuals to consult healthcare professionals before incorporating NS into their 

wellness routines. This collaborative approach ensures a balanced perspective that combines traditional wisdom with 

contemporary scientific insights.(16)The growing interest in herbal remedies and natural supplements as 

complementary approaches to conventional treatments for mental health conditions, coupled with NS's historical 

importance, contributes to the relevance of the review. Scientific exploration of NS and its potential neuroprotective 

and mood-regulating properties adds to the rationale. Depression, a prevalent global health concern with varying 

treatment responses, prompts the need to investigate alternative therapies(17). The review aims to critically evaluate 

existing scientific studies on NS oleoresin and depression, identify potential mechanisms of action, and inform future 

research and clinical practices. By addressing gaps in knowledge, the review seeks to contribute to a holistic 

understanding of mental health interventions, offering insights for researchers, healthcare professionals, and 

individuals seeking evidence-based information on the effects of NS oleoresin on depression 

 

NIGELLA SATIVABOTANICAL FEATURES AND ITS CHEMICAL CONSTITUENTS  

NS is an herb belonging to the Ranunculaceae family, and it holds significant importance as a constituent in various 

medicinal preparations. NS is a perennial flowering plant capable of attaining heights ranging from 20 to 90 

centimetres. Its leaves are finely divided, featuring leaf segments that are slender and somewhat curved. 

Additionally, the plant's blossoms consist of five to ten petals and are often characterized by delicate shades such as 

yellow, white, pink, light blue, or pastel purple. The natural fruit of this herb is a large capsule that has undergone 

inflation and comprises three to seven fused follicles. Each follicle contains multiple seeds within. (17)(18) The seeds 

exhibit the characteristics of being minute, dicotyledonous, trigonous, angular, and regulose-tubercular, measuring 2-

3.5mm in length and 1-2mm in width. Their outer surface is black, while the inner portion appears white. They 

possess a mild fragrance and a bitter taste. Examining the seed's epidermis through a transverse section under a 

microscope reveals a single layer of oval-shaped cells with thick walls. The exterior of these cells is covered by a 

papillose cuticle, and upon closer observation, a dark brown substance can be observed within them. (19)After the 

epidermis, there is a layer of cells with thick walls and rectangular enlargements, exhibiting a rosy chestnut colour.  

 

This layer is succeeded by two to four layers of parenchymatous cells with thick walls and tangential extensions. 

Following this, there is a layer known as the pigment layer, composed of inward pigment cells. These cells possess a 

nearly columnar shape and thick walls, extending either in a rectangular or stretched-out form. The endosperm, on 

the other hand, consists of cells with thin walls, assuming either a rectangular or polygonal shape. The arrangement 

of these cells within the endosperm can vary. When observed under a microscope, powdered seeds display dark 

parenchymatous cells and oil globules.(20)(21) Several different active compounds are extracted from the 

combinations of dark seeds and subsequently published. Some examples of these components include thymoquinone 

(TQ), thymohydroquinone (THQ), thymoquinone (DQ), p-cymene (7%-15%), carvacrol (6%-12%), 4-terpineol (2%-

7%), t-anethole (1%-4%), sesquiterpene-longifolene (1%-8%), -pinene (1%-8%). Additionally, the seeds contain two 

distinct types of alkaloids: those with a pyrazole ring and those with an indazole ring. Among these alkaloids, 

nigericin and nigellidine can be found in the plant's seeds. The NS seeds also contain saponin, which has been 

hypothesized to possess anticancer properties. Furthermore, the seeds contain the pentacyclic triterpene alpha-

hederin.(22) NS seeds can exhibit high levels of protein (26.7%), fat (28.5%), carbohydrates (24.9%), crude fiber (8.4%), 

and total ash (4.8%). Moreover, the seeds are rich in a wide variety of essential vitamins and minerals, including 

copper, phosphorus, zinc, iron, and others. Chemical substances such as nigellone, avenasterol-5-ene, avenasterol-7-

ene, campesterol, obtusifoliol, cholesterol, citrostadienol, cycloeucalenol, stigmastanol, gramisterol, lophenol, 

obtusifoliol, stigmasterol-7-ene, -amyrin, butyrospermol, cycloartenol, 24-methylene-cyclo, and 3-O-[-D-
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xylopyranosyl (1.3)- L-rhamnopyranosyl(1.2)—L-arabino-pyranosyl] -28-O-*β-L-rhamnopyranosyl. The structure is 

represented by [—D-glucopyranosyl (1.6)—Dgluco-pyranosyl]. Additionally, bitter principles, tannin, resin, protein, 

reducing sugar, glycosidalsaponin, hederagenin, melanin, melanthigenin, hederagenin glycoside, melanthigenin 

glycoside, and hederagenin glycoside are all constituents of the bitter principle. Other compounds found include 3-

O-*β-D-xylopyranosyl (1.2) (1.2) -α-L-rhamnopyranosyl-(1.2) -β-D-glucopyranosyl] 11-methoxy-16, 23-dihydroxy-28-

methyl-lolean-12-enoate. (23) The incorporation of biochemical methodologies into the investigation of N. Sativa has 

yielded definitive evidence regarding the existence of a diverse array of organic constituents. Among these 

substances, a noteworthy category is comprised of the volatile phytochemicals derived from the essential oil of N. 

Sativa. Within this group, various compounds such as TQ, thymol, thymoquinone, carvacrol, 4-terpineol, p-cymene, -

pinene, -pinene, and t-anethole can be classified. TQ, similar to numerous other compounds, exhibits a broad 

spectrum of pharmacological activities. The extract of N. Sativa may contain alkaloids such as Nigellicmine, 

nigellicimine-N-oxide, nigericin, and nigellone. Another alkaloid, nigellicimine, can also be found. Additionally, the 

essential oil present in N. Sativa encompasses a variety of nutrients including proteins, saturated and unsaturated 

free fatty acids, vitamins, and minerals. (24)(25) 

 

PHARMACOLOGICAL EFFECTS OF NIGELLA SATIVA 

 
 

Parkinson’s disease 

Parkinson's disease is characterized as a neurodegenerative condition marked by the gradual degeneration of 

neurons within the basal ganglia of the brain, which play a crucial role in coordinating movement.(26) Although the 

existing pharmacological treatments effectively alleviate the symptoms of Parkinson's disease, they are accompanied 

by a substantial array of adverse effects. (27)(28)(29)In certain cases, the therapy of Parkinson's disease might benefit 

from the use of natural herbal items. Recent studies have looked at whether or not N. Sativa would be able to slow or 

stop the progression of Parkinson's disease. Effects of a NS seed extract on chemical parameters as well as a 

chlorpromazine-induced experimental animal model of catalepsy were investigated, amongst other things (TBARS, 

GSH, Nitrite, and Total Protein). The severity of the cataleptic symptomatology diminished to a great degree.(30)(31) 

Furthermore, it was observed in a rat model of early Parkinson's disease that thymoquinone alleviated the associated 

behavioural and cellular impairments, along with the oxidative stress indicators. Thymoquinone's capacity to reverse 

the condition was demonstrated. Rats with unilateral intrastriatal 6-hydroxydopamine (6-OHDA) lesions were orally 

administered thymoquinone (5 and 10 mg/Kg, three times daily) for a duration of one week. The study was limited to 

a week. Prior treatment with thymoquinone significantly enhanced turning behaviour, reduced MDA levels, and 

prevented neuronal death in the substantia nigra. These findings provided support for the concept that TQ possesses 

neuroprotective properties in neurodegenerative conditions such as Parkinson's disease. (32) 
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In an animal model utilized to study Parkinson's disease, certain data indicated that an ethanolic extract derived 

from the seeds of Nigella Sativa (EENS) demonstrated potential in safeguarding neurons against the neurotoxic effects 

induced by chlorpromazine (CPZ). Animals were subjected to intraperitoneal administration of chlorpromazine at a 

dosage of 3 milligrams per kilogram, resulting in the manifestation of cataleptic symptoms. This dosage is commonly 

employed to simulate Parkinson's disease in experimental models. Notably, when the ethanolic extract of NS was 

administered at specified doses of 200 and 400 mg/kg, a significant reduction in the extent of catalepsy was observed 

in the group treated with CPZ. In stark contrast to the CPZ-treated group, the administration of EENS at doses of 200 

and 400 mg/kg resulted in a substantial decrease in lipid peroxidation and a reversal of the elevated nitrite levels. 

Furthermore, the concentration of glutathione (GSH) in rats administered with EENS (both 200 and 400 mg/kg) was 

markedly elevated compared to rats treated solely with CPZ. (33) A study was conducted to investigate the muscle 

rigidity induced by the drug perphenazine in adult male mice. The findings were then compared to those obtained 

from the administration of orally consumed N. Sativa hydroalcoholic seed extract. Mice that received N. Sativa 

extract at a dosage of 100 mg/kg displayed a notable improvement in their muscle stiffness score after 40 minutes. 

Conversely, mice given N. Sativa extract at a dosage of 50 mg/kg did not exhibit a significant distinction from the 

control group, which received water. Furthermore, in comparison to the control group, the N. Sativa group 

administered at a dosage of 200 mg/kg displayed a statistically significant enhancement in both the initial and final 

scores for muscle stiffness. (34)(35) 

 

Alzheimer’s disease 

Alzheimer's dementia (AD) is a neurodegenerative disorder characterized by the progressive atrophy and reduction 

in size of the brain, as well as the abnormal formation of cortical senile plaques resulting from the aggregation of the 

4.2-kD amyloid beta peptide (Ab).In order to conduct this study, hippocampal neurons were cultivated in vitro, and 

the researchers examined the potential protective effects of thymoquinone (TQ) in contrast to the cell death induced 

by Ab1-42.(36)(37) The researchers observed an increase in the amount of cell death in hippocampal cell cultures 

following the administration of Ab, and this increase was found to be dependent on the dosage.(33,34) In spite of 

being subjected to TQ at concentrations of 0.1, 1.0, 10.5, and 100 nM, there was no discernible difference in the 

percentage of hippocampal neurons that survived. However, when TQ was administered in concert with Ab1-42, 

there was a considerable improvement in the number of cells that survived. Ab1-42 was shown to produce an 

increase in ROS generation as well as a putative depolarization of the mitochondrial membrane. TQ was found to be 

effective in inhibiting both of these effects.In addition to this, TQ inhibited the recycling of synaptic vesicles, partially 

restored spontaneous firing, and decreased the amount of aggregation of the Ab1-42 protein.(38)(39) 

 

Furthermore, the neuroprotective efficacy of thymoquinone (TQ) was assessed in the rat hippocampus at an oral 

dosage of 5 mg/kg/day. It demonstrated significant effectiveness in mitigating neuronal damage induced by acute 

forebrain ischemia. Comparatively, ischemic rats displayed marked oxidative damage characterized by a substantial 

reduction in catalase and superoxide dismutase (SOD) activity, as well as glutathione (GSH) levels within the 

hippocampal tissue, as opposed to the control group.(40) Notably, TQ therapy resulted in a significantly lower loss of 

hippocampal cells compared to the number lost due to ischemia alone, suggesting that TQ pre-treatment significantly 

reduced the extent of cellular death. TQ pre-treatment corresponded with elevated levels of glutathione (GSH), 

increased catalase (CAT) and superoxide dismutase (SOD) activity, and decreased levels of malondialdehyde 

(MDA).(41) Both thymohydroquinone (THQ) and thymoquinone (TQ) exhibited the ability to impede lipid oxidation 

in the hippocampal homogenate induced by iron-ascorbate.(42)(43) 

 

Multiple sclerosis 

Multiple sclerosis (MS), an immune-mediated disorder characterized by the demyelination of nerve fibers, affects 

younger individuals with greater frequency compared to older individuals due to the heightened vulnerability of 

their central nervous systems (CNS). Multiple sclerosis represents one of the main contributors to adult disability. 

Consequently, this chronic, progressive, and potentially debilitating illness will have notable social and economic 

repercussions.(44) Due to its antioxidant properties, NS has been frequently employed in the management of 

neurological disorders, including Parkinson's disease and Alzheimer's disease.(45,46)The biological activity of the 
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plant stems from the constituents present in the essential oil derived from the seeds of the NS plant. Previous 

research conducted on rats with Experimental Autoimmune Encephalomyelitis (EAE) demonstrated that treatment 

with N. Sativa effectively inhibited the production of reactive oxygen species (ROS) induced by EAE. This inhibitory 

effect was observed through a reduction in the levels of malondialdehyde (MDA) in the brain and spinal cord tissues, 

as well as a decrease in brain nitric oxide (NO) levels. Furthermore, Mohamed et al. discovered that thymoquinone 

treatment contributed to the alleviation of EAE, potentially attributed to an elevation in glutathione levels.(47)(48) In 

terms of histological observations, the cerebellum of the EAE group displayed focal degeneration of Purkinje cells, 

accompanied by a decrease in lymphocytic infiltration in the meninges of the cerebellar folia. These changes were 

consistent across both groups. The peripheral cerebellar medulla exhibited indications of diffuse gliosis in the 

molecular layer and minimal aggregation of mononuclear cells around blood vessels, while the central cerebellar 

medulla exhibited severe astrogliosis (characterized by astrocyte hyperplasia and hypertrophy) and the formation of 

axonal spheroids. Notably, both the "EAE + N. Sativa" and "N. Sativa + EAE" groups did not exhibit any signs of 

inflammatory cell infiltration in the meninges or perivascular mononuclear cell aggregation in the cerebellar 

medullary region. This observation was consistent in both groups. Conversely, reactive astrogliosis in the cerebellar 

medulla was significantly reduced in the group that received both EAE and N. Sativa, and it was markedly 

diminished in the group that received both N. Sativa and EAE. (49)(50)(51) 

 

 

Epilepsy 

An aqueous extract of Nigella sativa (NS) seed pods underwent evaluation regarding its potential efficacy as an 

anticonvulsant through both laboratory and clinical studies.The results demonstrated that the ingestion of NS extract 

led to reduced locomotor activity, impaired motor coordination, and increased sleep duration.(52) In another study, a 

model of epilepsy was induced in animals using pilocarpine, allowing the mice to develop chronic epilepsy over a 

period of 22 days. The animals were orally administered Nigella sativaoil (NSO) (4 ml/kg) once a day for a total of 21 

days. The effects on oxidative stress, excitability, and seizure induction were examined in male Wistar albino rats 

with epilepsy. The findings indicated that NSO exhibited anti-convulsant properties and possessed significant 

antioxidant capabilities.(53) The present study aimed to investigate the efficacy of oil derived from NS in 

counteracting the alterations in amino acid neurotransmitters associated with epilepsy, specifically induced by 

intravenous injection of pilocarpine at a dose of 380 mg/kg. The oil was administered to the experimental subjects as 

a placebo. Upon administration of pilocarpine, the levels of GABA, aspartate, taurine, glycine, and glutamate 

exhibited an increase in the cortex. However, in the hippocampus, levels of glycine and taurine declined. It was 

observed that the high dosage of NS oil (4 ml/kg) did not alleviate the negative effects caused by pilocarpine 

injection.(54) In a rat model of seizures induced by pentylenetetrazole (PTZ) at a dose of 40 mg/kg body weight, the 

effects of an aqueous seed extract from NS were evaluated.(55) The NS extract hindered the animals' coordination 

abilities, reduced their locomotor activity, and increased the duration of their sleeping periods (52–55).  

 

As compared to the control animals that served as the baseline, those pre-treated with NS extract demonstrated 

increased resistance to convulsions. Furthermore, NS treatment led to a decrease in the severity score and extended 

the time between seizures. Notably, NS successfully inhibited the effects of picrotoxin, a GABAa antagonist, as well as 

delayed the onset of seizures. In the context of kindling seizures induced in mice by PTZ at a dose of 35 mg/kg 

intraperitoneally, the antioxidant and anticonvulsant effects of NS oil were investigated. Compared to mice treated 

with valproate and PTZ, mice administered NS oil at a dose of 12 ml/kg orally exhibited significantly lower seizure 

scores and were protected against the seizure-inducing actions and mortality caused by PTZ. Additionally, the NS oil 

substantially enhanced the levels of GSH while drastically reducing the levels of MDA, as compared to the PTZ 

group.(56) A randomized, double-blind, and controlled clinical trial was conducted to compare the effects of an 

aqueous NS extract dosage with a placebo in reducing the occurrence of epileptic seizures in children under the age 

of 13 diagnosed with epilepsy. The dosage of the NS extract was 40 mg/kg. Twenty children were randomly assigned 

to receive either the extract or placebo three times a day for a total duration of fourteen days. The administration of 

NS extract significantly reduced the number of seizures experienced by each patient. (57) 
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ALS (Amyotrophic lateral sclerosis) 

Chronic inflammation has been associated with a multitude of ailments, encompassing conditions such as cancer, 

diabetes, cardiovascular disease, Alzheimer's disease, and epilepsy, Amyotrophic lateral sclerosis (ALS), rheumatoid 

arthritis (RA), and asthma are the medical conditions under consideration. (58)All of these factors contribute to a 

progressive and irreversible harm to cells and/or neurons. Furthermore, chronic inflammation has been associated 

with a multitude of viral ailments. Consequently, the crucial role played by the anti-inflammatory properties 

exhibited by various N. sativa samples and TQ may serve as promising reservoirs for the advancement of a novel 

innovation in anti-inflammatory medication, aimed at addressing a wide range of disorders. (59)(60) 

 

ANTIOXIDANT PROPERTIES 

Overview of Antioxidants in Nigella Sativa 

Oxidative stress results from imbalance between reactive oxygen species (ROS) and antioxidant capacity which is in 

turn related to the pathogenesis of several human diseases. Antioxidants are compounds that help neutralize harmful 

free radicals in the body, which can contribute to oxidative stress and various health issues.(61)Nigella sativa is 

believed to possess antioxidant properties due to their high content of phenolic compounds by reducing the 

production of reactive oxygen species (ROS) and malondialdehyde (MDA).(62)Oxidative stress poses a significant 

threat to the nervous system, inducing various neuronal injuries through the production of reactive oxygen species 

(ROS). These injuries involve destructive processes such as lipid degradation in the cellular membrane, DNA 

cleavage, cell membrane lipid peroxidation, and protein oxidation. Concurrently, ROS can disrupt mitochondrial 

respiration, exacerbating cellular damage. Maintaining an oxidant-antioxidant balance is crucial, with endogenous 

antioxidant enzymes, including catalase (CAT), arylesterase, paraoxonase, and thiol, playing a vital role in mitigating 

oxidative stress. Monitoring their levels in serum or tissue is essential for understanding this balance. Notably, 

Nigella sativa, enriched with antioxidants like thymoquinone, has demonstrated neuroprotective effects by 

alleviating oxidative stress in the brain.(63) Nigella sativa (NS) is rich in thymoquinone (TQ), functioning as a potent 

free radical scavenger. NS exhibits the ability to enhance the production and activity of antioxidant enzymes, 

including superoxide dismutase (SOD), catalase (CAT), glutathione peroxidase (GPx), and glutathione S transferase 

(GSH-ST). Compared to synthetic antioxidants like BHA and BHT, NS oil (NSO) demonstrates higher antioxidant 

potential and superior anti-radical activity against DPPH radicals.(64) The diverse antioxidant compounds in NS 

extract, such as TQ, carvacrol, t-anethole, and 4-terpineol, contribute to its effectiveness. TQ, with its robust 

antioxidant properties, indirectly suppresses reactive oxygen species production and inhibits lipid peroxidation. 

 NS serves as a free radical scavenger, enhancing both non-enzymatic (GSH and vitamin C) and enzymatic (SOD, 

CAT, GPX, and GST) components of the antioxidant system. It restores elevated levels of malondialdehyde (MDA) 

and conjugated diene to normal levels. NSO and TQ exhibit non-enzymatic inhibition of lipid peroxidation in 

liposomes. Antioxidant assessments reveal that NS extracts containing TQ are three times more potent than TQ 

alone, highlighting a synergistic effect. In vitro tests demonstrate the remarkable ability of NSO compounds, 

including quinone, carvacrol, and 4-terpineol, to neutralize free radicals by connecting them.  

 

Flavanol glycosides and aglycones present in NS contribute to its antioxidant and antiradical effects. Clinical trials 

further validate the antioxidant properties of NS. Additionally, TQ is identified as a mitochondria-targeted 

antioxidant, replenished through a reduction in the centre of mitochondrial complex III in the respiratory chain.(65) 

Nigella sativa (NS) exhibits diverse antioxidant properties attributed to its bioactive compounds. Thymoquinone 

(TQ), a key component, acts as a potent free radical scavenger, reducing oxidative stress. NS is rich in flavonoids and 

phenolic compounds, known for neutralizing free radicals and protecting against oxidative damage. Vitamin E in NS 

contributes to safeguarding cell membranes. Studies suggest NS may enhance superoxide dismutase (SOD) activity, 

reinforcing its antioxidant defences. The antioxidant-rich NS has been linked to reduced oxidative stress in various 

tissues. TQ is recognized as the active component responsible for NS's medicinal effects, including radical scavenging 

and inhibiting 5-lipoxygenase products during inflammation. The anti-toxic effects of NS are directly linked to its 

potent antioxidant activity, countering oxidative stress-induced lipid uptake in cells. Overall, NS's antioxidant-rich 

composition underscores its potential health benefits by mitigating oxidative damage and supporting cellular well-

being.(66) 
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Scientific Evidence and Studies 

Numerous studies confirm Nigella Sativa's (NS) antioxidant prowess, demonstrated by its ability to diminish reactive 

oxygen species (ROS) and malondialdehyde (MDA) production. The high thymoquinone content in NS acts as an 

effective free radical scavenger, augmenting the production and activity of crucial antioxidant enzymes like 

superoxide dismutase (SOD), catalase (CAT), glutathione peroxidase (GPx), and glutathione S transferase (GSH-ST). 

Essential Nigella sativa seed oil, analysed through TLC screening methods, revealed radical scavenging properties in 

thymoquinone, carvacrol, tanethole, and 4 terpineol. These constituents, along with the essential oil, exhibited 

variable antioxidant activity in nonspecific hydrogen atom or electron-donating assays. Furthermore, they proved 

effective as radical hydroxyl scavengers in liposome non-enzymatic lipid peroxidation and deoxyribose degradation 

tests, emphasizing NS's diverse and potent antioxidant capabilities.(66) Clinical trials investigating Nigella sativa 

(NS) supplementation yield conflicting results regarding oxidative stress and antioxidant activity parameters. Some 

studies demonstrate a significant reduction in malondialdehyde (MDA), nitric oxide (NO), and superoxide dismutase 

(SOD) levels compared to controls.(67) However, others find no significant changes in MDA, glutathione peroxidase 

(GPx), or total antioxidant capacity (TAC). In preclinical studies involving rats and various stress-inducing agents, 

NS consistently decreases MDA levels. The variation in MDA response to NS may be attributed to factors like 

supplementation duration, cellular conditions, and disease types or severity.  

 

Notably, SOD levels consistently increase with NS supplementation, as evidenced in both clinical and preclinical 

studies involving oxidative stress-inducing agents. The increased SOD levels suggest that NS may primarily mitigate 

free radicals by enhancing SOD activity and converting superoxide anions into less harmful by-products, thus 

potentially alleviating cellular damage and disease progression exacerbated by oxidative stress. The NS was also 

proven to improve the non-enzymatic antioxidant system through direct scavenging of carbon-centered radicals and 

hydroxyl radicals. Interestingly, in this meta-analysis, the effect of NS supplementation on TAC was not significant, 

suggesting that although the effect of NS is beneficial for increasing enzymatic antioxidants such as SOD, the overall 

effect of NS on the TAC might not be beneficial.(61) In a series of in vitro tests, Nigella sativa (NS) essential oil 

demonstrated antioxidant activity, functioning as a donating agent in the DPPH assay and exhibiting hydroxyl 

radical scavenging properties in both non-enzymatic lipid peroxidation and the deoxyribose test. Recent studies 

revealed that NS essential oil (NSO) and thymoquinone (TQ) reversed cyclophosphamide-induced dysregulation in 

lipid profiles. In vivo experiments further confirmed antioxidant effects, with TQ administration increasing quinone 

reductase and glutathione transferase activities. NSO or TQ administration in sensitized guinea pigs inhibited 

reactive oxygen species generation and elevated antioxidant enzymes SOD and glutathione levels.  

 

TQ, known for its dual pro-oxidant and antioxidant activities, exhibited antioxidant effects by scavenging 

superoxide, hydroxyl radicals, and singlet molecular oxygen. Its potent antioxidant potential was associated with its 

redox properties and unhindered access to subcellular compartments, reducing toxicity in various conditions such as 

nephrotic syndrome, gentamicin-induced nephrotoxicity, and cyclosporine A-induced injury in rat hearts. 

Experimental studies consistently support the antioxidant prowess of NS and its constituents, emphasizing their 

potential therapeutic benefits.(66)(68) Numerous experimental studies have investigated the effects of Nigella sativa 

oil, powder, or its primary active component, thymoquinone (TQ), in animal disease models. Findings consistently 

demonstrate that both Nigella sativa oil and TQ enhance antioxidant enzyme activity while reducing inflammatory 

and oxidative stress factors. These effects are attributed to the inhibition of lipoxygenase and cyclooxygenase 

pathways in arachidonate metabolism, which is crucial for the generation of inflammatory mediators. The pro-

oxidant or antioxidant nature of TQ is context-dependent, influenced by its reduction to semiquinone or 

thymohydroquinone. Thymohydroquinone exhibits antioxidant properties, while semiquinone can act as a pro-

oxidant, generating reactive oxygen species (ROS). Notably, TQ effectively suppresses elevated lipid peroxidation 

levels, as evidenced by reduced malondialdehyde (MDA) levels, highlighting its robust antioxidant potential. The 

authors also report TQ's ability to scavenge free radicals by inhibiting nitric oxide (NO) production through the 

suppression of inducible nitric oxide synthase (iNOS).(61) 
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NEUROPROTECTIVE EFFECTS 

Studies on Neurological Disorders 

Neurological disorders, such as Alzheimer's Disease (AD), Parkinson's Disease (PD), Anxiety, Depression, 

Encephalomyelitis, Epilepsy, Ischemia, and Traumatic Brain Injury (TBI), impose significant health burdens. 

Thymoquinone (TQ), a prominent compound found in Nigella sativa, exhibits therapeutic potential in mitigating 

these disorders through its anti-inflammatory and antioxidant properties. In Alzheimer's Disease, the accumulation 

of beta-amyloid (Aβ) leads to neuronal damage and cognitive decline. TQ counteracts AD progression by 

suppressing proinflammatory molecules (ROS, TNF, IL-1b, IL-6), reducing hippocampal inflammation, and 

protecting against Aβ-induced neurotoxicity. TQ's antioxidant impact is evident in the inhibition of ROS formation, 

preventing oxidative stress-related damage and improving synaptic vesicle recycling. In vivo studies corroborate 

TQ's neuroprotective role, decreasing hippocampal neuron loss and attenuating oxidative stress. Parkinson's Disease, 

characterized by dopaminergic system degeneration, involves oxidative stress and inflammation. TQ's antioxidant 

prowess inhibits free radical formation, protecting against oxidative damage and preserving mitochondrial function. 

TQ shields mesencephalic dopaminergic neurons, reducing lactate dehydrogenase release and maintaining 

mitochondrial membrane potential. Additionally, TQ safeguards against a-SN-oligomers-induced synaptic toxicity, 

lowers astrocyte stimulation, and alleviates catalepsy induced by oxidative stress. (69) Anxiety disorders, driven by 

GABAergic pathways and nitric oxide-cyclic guanosine monophosphate (NO-cGMP), find relief with TQ. TQ 

demonstrates anxiolytic effects by increasing GABA levels in unstressed conditions and elevating GABA content 

while reducing plasma nitrite in stressed conditions. These effects suggest TQ's role in modulating neurotransmitters 

associated with anxiety. Major depressive disorder involves inflammatory parameters, and TQ displays 

neuroprotective effects against lipopolysaccharide (LPS)-induced depression-like behaviour, attenuating IL-6, TNF-α, 

and CRP levels. Encephalomyelitis, a model for multiple sclerosis, is characterized by oxidative stress.  

 

TQ improves EAE symptoms by ameliorating oxidative stress, reducing tail weakness, paralysis, and inflammation, 

and increasing spinal cord glutathione levels. In epilepsy, TQ protects against glutamate-induced cellular toxicity by 

reducing ROS production, inhibiting apoptosis, and modulating GABA receptors. TQ's anticonvulsant activity 

involves opioid kappa receptors, highlighting its multifaceted impact on epileptic pathogenesis. Ischemia-induced 

brain damage involves oxidative stress and inflammatory responses. TQ's neuroprotective effects encompass 

reduced MDA levels, inhibited neuronal cell death, and modulation of iNOS-induced NO production, mitigating the 

peroxynitrite radical's harmful effects. TQ activates nuclear erythroid 2-related proteins and heme-oxygenase-1, 

pivotal in preventing cell death, inflammation, apoptosis, and autophagy after ischemia. Traumatic Brain Injury 

induces complex damage, including oxidative stress and inflammation. TQ ameliorates neural cell damage post-TBI 

by decreasing MDA levels, exhibiting neuroprotective effects in mitochondrial membranes and neuronal nuclei. (70) 

In conclusion, TQ from Nigella sativa emerges as a promising therapeutic agent for various neurological disorders 

due to its versatile mechanisms. It counteracts neuroinflammation, reduces oxidative stress, and exhibits 

neuroprotective effects in diverse neurological conditions. Experimental evidence from in vitro and in vivo studies 

underscores TQ's potential in ameliorating Alzheimer's, Parkinson's, anxiety, depression, encephalomyelitis, 

epilepsy, ischemia, and traumatic brain injury, offering hope for innovative therapeutic interventions in neurological 

health. 

 

Role of Thymoquinone (TQ) 

Thymoquinone (TQ), the principal active component in Nigella sativa seeds, possesses unique attributes with a 

molecular weight of 164.204 g/mol, and its lipophilic nature allows efficient penetration through the blood-brain 

barrier. Functioning as a potent antioxidant, TQ acts as a free radical scavenger, normalizing nitric oxide (NO) levels, 

enhancing antioxidant enzyme activities, and decreasing MDA levels, particularly benefiting brain regions 

responsible for memory.(71) Furthermore, TQ exhibits robust anti-inflammatory effects by downregulating key 

mediators and pathways, contributing to overall neuroprotection. It modulates immune responses, enhances T-cell-

mediated immunity, and suppresses B-cell-mediated immune responses. TQ also demonstrates anticonvulsant 

effects, primarily through interaction with gamma-aminobutyric acid (GABA) receptors, presenting itself as a 

potential adjuvant therapy alongside conventional anticonvulsant drugs. Additionally, TQ showcases anti-apoptotic 

Deepak Solanki et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75800 

 

   

 

 

activity, suggesting a role in preventing or reducing programmed cell death associated with neurodegenerative 

conditions. It serves as a protective shield against neurotoxic substances, preserving mitochondrial function and 

reversing neurotoxic effects caused by various agents. Influencing neurotransmitter levels and activity, TQ is crucial 

for maintaining healthy brain function. Moreover, TQ exhibits antidepressant effects by influencing plasma and brain 

tryptophan concentrations and modulating cytokine production, with limited data suggesting antianxiety effects. 

Studies also hint at TQ's cognitive-enhancing effects, showcasing its potential as a natural intervention for memory 

disorders. TQ emerges as a multifaceted compound with significant therapeutic potential in neurological health, 

holding promise for diverse neurological conditions and warranting further research.(61)(72)(73) 

 

MOLECULAR PATHOGENESIS OF DEPRESSION 

Gamma-aminobutyric acid (GABA) serves as the principal inhibitory neurotransmitter, contrasting with the role of 

excitatory neurotransmitters. Although inhibitory neurotransmission is crucial for proper brain functioning, the 

population of GABA neurons is relatively small in comparison to glutamate neurons. Despite this disparity, GABA 

neurons are extensively distributed throughout the brain and fulfil significant functions in numerous processes, 

including the regulation of motivation, anxiety, and the reward system. Consequently, they constitute an 

indispensable element in the endeavour to alleviate symptoms associated with major depressive disorder. (74) 

Numerous investigations have demonstrated a correlation between dysfunctions in the GABA neurotransmission 

system and Major Depressive Disorder (MDD). A comprehensive meta-analysis of magnetic resonance spectroscopy 

studies revealed that individuals afflicted with MDD exhibit diminished levels of GABA within their brain regions 

compared to baseline healthy controls.(28)(75) Conversely, there was no variance between patients with depression 

that had gone into retardation and healthy controls.(76) Researchers led by Mann and his colleagues found that 

patients suffering from major depressive disorder had lower amounts of the neurotransmitter GABA in their 

cerebrospinal fluid (CSF) than healthy controls did.(77,78)The prefrontal cortices (PFCs) of depressed persons have 

been found in many autopsies to possess unusually low quantities of GABA synthase & glutamic acid decarboxylase. 

The GABAa receptor mediators a2/a3 are responsible for the antidepressant effect that is produced by the activation 

of the GABA system. This lends credence to the idea that a disruption in the delicate balance maintained by the 

GABA and glutamate systems lies at the heart of the depressive condition. It has been proven that depressive-like 

behaviour may be induced in a mouse model that lacks the GABAa receptor by changing the quantities of potential 

GABA candidates in the brain.(79)(80) 

 

NIGELLA SATIVA, THYMOQUINONE AND DEPRESSION 

Recent reports indicate that depression does not involve only inappropriate endocrine functions of monoamines. 

Several monoamine neurotransmitters, especially dopamine, serotonin, and norepinephrine, are important in 

regulating the HPA axis.Various hormonal abnormalities such as cortisol, growth hormone (GH), or changes in 

thyroid hormone levels indicate endocrine dysfunction, particularly of the hypothalamic-pituitary-adrenal (HPA) 

axis. Experimental studies have examined different types of stress and their effects on the HPA axis in different 

situations. (31)Experimental studies in rats have shown that although there are different types of stressors, often 

distinguished between 'social stress' and 'physical stress', both types unbalance the central dopaminergic ligand, but 

impair the HPA axis. but through different pathways such as Increased cyclin kinase from the hypothalamus, ACTH 

from the pituitary, and glucocorticoids the from adrenal cortex.A focus on disrupted neural plasticity is likely owing 

to a lack of neurotrophic factors, excess glucocorticoids and glutamate, activation of microglial cells, and increased 

production of pro-inflammatory cytokines.(51) Diabetes and insulin resistance are linked to changes in brain 

imaging, depression, and an increase in the prevalence of age-related cognitive decline.(81)Antidepressants are 

associated with symptoms such as the delayed onset of action, side effects, and drug-diet interactions.(82) Chemical 

and synthetic drugs used to treat depression disrupt therapeutic alliances because of their numerous side effects and 

high prices. As a result, there is a need to focus on these concerns and improve current treatment options.(79) 

Tricyclic antidepressants such as selective serotonin reuptake inhibitors (SSRIs), and selective serotonin and 

norepinephrine reuptake inhibitors are more effective than placebo in treating severe depressive disorder, according 

to evidence from several randomised controlled studies. However, it should be remembered that the pharmaceutical 

sector funds the majority of studies. It is also well-documented evidence that serotonergic-norepinephrinergic 
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mirtazapine is effective. It is at least as successful as other tricyclic antidepressants or SSRIs, even though it is not 

very effective.(83)For patients with severe or long-term depression, a multifaceted tiered care model of treatment 

with amitriptyline, imipramine, or fluoxetine, along with integrated pharmacotherapy programs, has been 

demonstrated to be effective in treating depression as a standalone therapy. In general, there is strong evidence that 

SSRIs are better tolerated than tricyclic antidepressants, making them the preferred first-line drugs for 

depression.Hence, interventions that only employ monoamine reuptake inhibitors may not be sufficient in 

completely reversing the behavioural and biochemical changes observed in individuals suffering from depression. 

(84) Behaviour encompasses a range of actions that can be influenced by various factors, such as infections, 

disruptions in the immune system, and an excess of pro-inflammatory cytokines. There are notable similarities 

between the symptoms associated with depression and the behaviours associated with illness. Common symptoms of 

depression include anorexia, loss of appetite, insomnia, fatigue, malaise, anxiety, and cognitive impairments. 

Depression is generally characterized by a combination of these symptoms.(67) In animal studies, researchers have 

assessed detrimental behaviours through different behavioural measures, including open field, raised plus maze, and 

forced swimming tests, among others. By administering ethanolic extract of Nigella Sativa at doses of 100, 200, and 

400 mg/kg, researchers observed significant anti-anxiety and antidepressant effects in these tests.  

 

Bacterial toxins have the potential to impact immune system functioning and result in behavioural manifestations of 

nervousness or depression. Lipopolysaccharide (LPS), a highly toxic endotoxin produced by bacteria, stimulates 

excessive production of inflammatory cytokines in the body, thereby eliciting sickness symptoms. It is believed that 

the plant's anti-inflammatory and antioxidant properties are responsible for the ability of NS's hydro-alcoholic extract 

to mitigate LPS-induced sickness behaviours in rats. The extract was administered at doses of 100, 200, and 400 

mg/kg.Emerging research findings suggest that toxic heavy metals might contribute to the onset of depression 

symptoms. Mercury, in particular, exerts detrimental effects primarily on the digestive tract, kidneys, and heart. 

Given that mercuric chloride induced feelings of anxiety and depression in Wistar rats, the researchers aimed to 

investigate whether NS oil at a dosage of 2 ml/kg/day could alleviate these side effects. Rats in the study were 

subjected to mercuric chloride administration for a duration of three weeks, which led to the induction of anxiety and 

depression-like behaviours (74,75).The detrimental effects of mercuric chloride on the behavioural functions of rats 

were reversed after rats were given a treatment consisting of 2 mL of NS oil per kilogram of body weight for a period 

of four weeks. This was demonstrated by an increase in the number of line crossings, open arm time, and swimming 

time during the forced swimming test. It's possible that the antioxidant qualities of NS oil are what led to the 

improvement in the individuals' behavioural performance. Thymoquinone (TQ), derived from NS, is renowned for 

its noteworthy anti-inflammatory and antioxidant properties. TQ not only exhibits potent antioxidant activity but 

also possesses attributes that effectively combat infections, toxicity, diabetes, hypertension, and safeguard the liver.  

 

However, the limited solubility and bioavailability of TQ have hindered its widespread utilization in research. To 

address this issue, TQ solid lipid nanoparticles, abbreviated as TQSLN, are currently being developed and employed. 

The production of the monoamine neurotransmitter serotonin (5-HT), which possesses antidepressant properties, 

occurs in the brain through the conversion of the amino acid tryptophan via a process called tryptophan conversion 

(TRP). Another potential pathway for the degradation of TRP is the kynurenine (KYN) pathway. In the presence of 

inflammatory mediators such as interferon gamma, the first enzyme in this pathway, indoleamine-2,3-dioxygenase 

(IDO), becomes activated. This activation represents the initial step in the indoleamine pathway (IFN-). 

Consequently, increased IDO activity is associated with lower 5-HT concentrations and higher KYN concentrations. 

Recent studies have also established a link between the KYN pathway and depression. In a study conducted by Alam 

et al., the antidepressant effects of orally administered TQSLN at a dosage of 20 milligrams per kilogram were 

investigated using a rat model subjected to prolonged forced-swim stress. The results of this study revealed that the 

antidepressant effects of TQSLN were accompanied by altered levels of brain-derived neurotrophic factor (BDNF), as 

well as decreased levels of tumour necrosis factor-alpha and interleukin-6 in the hippocampus tissue of the rats. 

Furthermore, TQSLN treatment successfully reduced IDO activity in stressed rats. It was observed that an increased 

5-HT to TRP ratio in the hippocampus corresponded to lower IDO activity. Additionally, separate research 

demonstrated that TQSLN had a calming effect on rats exposed to lipopolysaccharide (LPS), as evidenced by a 
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significant decrease in immobility time. The rats treated with TQSLN exhibited decreased immobility time and 

increased swimming and climbing times, indicative of improved performance in the forced swimming test. TQSLN 

treatment resulted in elevated levels of BDNF and the 5-HT to TRP ratio in the hippocampus, along with a decrease 

in the KYN to TRP ratio and the expression of TNF-, IL-6, and NF-B. These alterations, coupled with the enhanced 

behavioural performance of TQSLN-treated rats, collectively highlight the positive effects of TQSLN administration.  

(85) Reserpine is one of the antihypertensive drugs that has been linked to an increased risk of developing depression 

in patients. Samad et al. showed in a second study that administering TQ to rats at dosages of 10 and 20 mg/kg 

reduced the inflammation and oxidative damage in the rats' hippocampi, which in turn eased the anxiety and 

depression that had been produced by reserpine.Diabetes mellitus, which is a metabolic disease, represents a 

significant danger to the health of a sizeable portion of the world's population. Depression in diabetics is a common 

complication of the disease diabetes mellitus. TQ (10 and 20 mg/kg) was able to reduce depression in type 2 diabetic 

rats. This was accomplished by reducing the levels of IL-1 and TNF- as well as oxidative stress.(70,78) Concanavalin 

A (Con A), a plant mitogen that is a member of the legume lectin family, is known to trigger a powerful immune 

activation [77]. When rats were given this poison, it was discovered that they developed signs of disease as a result of 

being exposed to it. According to the findings of study conducted by Nazir and colleagues, the anti-inflammatory 

activity of TQ may protect mice from the anxiety and depression caused by a dosage of Con A equal to 10 mg/kg.  

 

Anxiolytic effects of TQ (2.5 and 5 mg/kg/day) were also investigated in the setting of arsenic poisoning-induced 

damage to the hippocampus in rats. The fact that pre-treatment with 5 mg/kg of TQ improved behavioural 

performance in behaviour tests, increased glutathione & SOD activity, and reduced levels of lipid peroxidation 

(LPO), tumour necrosis factor alpha (TNF-alpha), and interferon (IFN-alpha) in rat hippocampal tissue, as described 

by Firdaus et al., demonstrates the antidepressant effects of both NS and TQ. NS seeds have been used traditionally 

for medical purposes for a very long time, namely for the purpose of promoting a sense of well-being, increasing 

one's level of energy, and assisting in recovery from feelings of despair and fatigue. Both the forced swimming test as 

well as the open field test have been employed in recent research to investigate how the effects of thymoquinone and 

the hydro-alcoholic extract of NS on depression-like behaviour brought on by lipopolysaccharide in rats. All groups 

were subjected to the forced swimming test, including the saline-only controls, the lipopolysaccharide 100 g/kg 

intraperitoneal two-hours-prior-to-test active controls, and the treatment groups (which received varying doses of NS 

extract or thymoquinone before lipopolysaccharide).  

 

Following each session, the time spent sitting still was recorded. In each of the three trials, the lipopolysaccharide 

group had a longer period of immobility compared to the control group that only received saline. However, the 

amount of time spent immobile was shorter in the groups that were pre-treated with thymoquinone and NS extract 

rather than in the active control group. The number of peripheral crossings in the open-field test was lower in the 

animal’s pre-treatment with thymoquinone or NS extract, however greater in the animals serving as active controls. 

The number of peripheral crossings was higher in the active controls than in the passive controls. In addition, the 

number of central crossings in the lipopolysaccharide group was lower than in the saline control group, whereas the 

number of central crossings in the NS extract and thymoquinone treatment animals was more than in the active 

control group. This finding was uncovered by comparing the lipopolysaccharide group to the saline controls.(8) 

According to the results, the hydroalcoholic extract of N. Sativa& its active component, thymoquinone, may protect 

rats against depression-like behaviours brought on by lipopolysaccharide. In light of the encouraging findings from 

animal research demonstrating the antidepressant and anxiety-relieving benefits of NS seed, a randomized, placebo-

controlled clinical study of NS seed was carried out on young, healthy teenage human volunteers at a boarding 

school.(7,9,77) Anxiety and depression levels were evaluated at the beginning of the study as well as after the 

participants had taken 500 mg once daily of either a placebo (Group A) or NS seed (Group B) for four weeks (Group 

B). Although there was no statistically significant difference in the results for measuring mood and anxiety between 

groups A & B, Variation within Group B was Statistically Significant, but there was none within group A. This was 

due to the fact that group B included more participants. According to the authors of the study, taking a supplement 

containing NS seed helped enhance both the participants' mood and their level of anxiety. (86) 
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CONCLUSION 
 

In the realm of combating and treating depression, no medication has thus far emerged as unequivocally superior to 

others. To address this gap, several neuroprotective compounds, including nutraceuticals, have undergone 

investigation to explore their potential advantages. Based on the evidence presented in this context, it is plausible 

that NS/TQ could be beneficial in impeding the onset and progression of depression. Further preclinical research and 

the translation of these findings into clinical practice necessitate extensive long-term studies involving a substantial 

population of individuals undergoing treatment for depression. This course of action is warranted due to the 

compounds' safety profiles and the promising results obtained from preclinical investigations conducted in vitro and 

in vivo. In particular, a comprehensive study is needed to ascertain the full extent of NS's effectiveness. However, no 

research has been conducted to compare NS with its individual compounds, despite TQ exhibiting superior 

neuroprotective effects. Considering the current contradictory nature of studies on brain bioavailability and passage 

through the blood-brain barrier, it is crucial to elucidate the pharmacokinetics of these drugs. Furthermore, it is 

imperative to undertake a significant amount of additional preclinical research to identify potential interactions 

between NS/TQ and other medications, elucidate the effects over an extended period, and ultimately verify and 

evaluate the efficacy of NS/TQ across different stages of AD. 
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A 2-bit comparator using CMOS technology is proposed in this paper. The delay and power of 2-bit 

comparator are examined in this research. This paper determines that CMOS technology forefronts by 

reducing the number of transistors which have less capacitances and increased speed when compared 

with other techniques. In this paper, comparison is made with the simulation results that prove that 

CMOS logic design is preferable with reduced delay and power. The proposed work is simulated using 

Synopsys tool called HSPICE, and the results are observed for different voltages. The proposed model 

delay and power dissipation results are minimum at 1.50 ns, maximum at 1.53 ns and minimum at 131.64 

µW, maximum at 2003.6 µW. The transistor count in the proposed comparator is 102 and simulation is 

done by utilising HSPICE, which is the leading tool and the results are provided in the results section. 
 

Keywords: Comparator, 1-bit Comparator, 2-bit Comparator, CMOS, CNTFET, GNRFET, Delay, Power 
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INTRODUCTION 

 

An electronic device known as a magnitude comparator or digital comparator [1], [2] compares two numbers as 

binary inputs and indicates whether the first value is larger than, less than, or equal to the second number. 

Comparators are mostly utilised in central processing units (CPUs) and micro-controllers (MCUs). A comparator has 

two inputs that are to be compared and produces the output that has three conditions based on the inputs provided 

to the circuit. Also, comparators have applications like sorting algorithms, biometric verifications, image, signal 

processing and priority encoding [3]-[5]. Comparator has two inputs of any number of bits with three outputs. Based 

on the inputs applied to the comparator, the outputs are obtained by comparing the values assigned to the inputs. 

The three possible outcomes for a comparator are greater than, equal to and less than [6]. This research paper is a 

basic survey on advanced system of 2 bit comparator. This paper provides information about an electronic apparatus 

known as comparator. A comparator has a capability of accepting two inputs, and obtaining three outputs based on 

the comparison between the two inputs provided. This article is presented as: literature survey in second section, 

logic gates and 1-bit comparator in third section, proposed design in fourth section, simulation results in section five 

and finally conclusion part in section six. 

 

LITERATURE SURVEY 
 

Digital 1-bit comparator has dual inputs A and B and each of 1-bithave three outputs and that produces outputs 

based on the comparison between the inputs. The functioning of comparator is realized by analysing the truth table 

and it is designed with 2 NOT gates, 2 AND gates, and one XNOR gate and simulated on HSPICE. 1-bit comparator 

is designed by using CMOS logic, as CMOS logic has better noise immunity and CMOS logic is better in terms of 

power and area [7]. 2-bit comparator is a block with two inputs, each of 2 bits with three outputs. Output for different 

combinations of inputs can be analysed [8]. 2-bit comparator is designed by using NOT, AND, XNOR and OR gates. 

CMOS based 2-bit comparator with two inputs; each of 2 bits is designed and simulated using CMOS technology [8]. 

In order to do the comparison of two 2-bit inputs, we follow a series of steps. Consider the inputs A=A2, A1and B=B2, 

B1. To check if A is greater than B or vice-versa, then primarily compare MSB of both the inputs applied. If MSB of 

the two inputs are not same, that means if A2 is greater than B2 then the resultant output will be A>B and A<B in vice 

versa. If MSB of the applied two inputs are equal, then move for next successive bit, in order to compare the other bit 

of the two inputs. If the LSB bits are also equal, in such case the resultant output will be A equal to B [9].  

 

LOGIC GATES AND 1-BIT COMPARATOR 
 

CMOS INVERTER 

CMOS NOT gate is having one input and single output and the input combinations are binary values 0s and 1s [10]. 

The output is exact complement of the input A that is A-bar as shown in below figure. 

 

CMOS AND gate  

CMOS 2-input AND gate is having two inputs and single output [10]. The entire transistor count is 6 and they are 3 

PMOS transistors and 3 NMOS transistors. The output for input binary values 11 is high and remaining conditions 

are low as shown in below table. CMOS 3-inputs AND gate is having three inputs and single output [10]. The entire 

transistor count is 8 and they are 4 PMOS transistors and 4 NMOS transistors. The output for input binary values 111 

is high and remaining conditions are low as shown in below table. 
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CMOS 3-input OR gate 

CMOS 3-inputs OR gate is having three inputs and single output [10]. The entire transistor count is 8 and they are 4 

PMOS transistors and 4 NMOS transistors. The output for input values 000is low and remaining conditions are high 

as shown in below table. 

 

CMOS EX-NOR gate 

CMOS 2-inputs EX-NOR gate is having two inputs and single output [10]. The entire transistor count is 14 and they 

are 7 PMOS transistors and 7 NMOS transistors. The output for input binary values 00 & 11 is high and remaining 

conditions are low as shown in below table. 

 

CMOS 1-Bit Comparator 

The 1-bit comparator is having two inputs and three outputs. The entire transistor count is 30. The output for input 

binary values 00 & 11is high i.e. (A=B) and remaining conditions for the input binary values01 is high i.e. (A<B) and 

input binary values for the 10 is high i.e. (A>B) [10]as shown in below table. 

The equations for the outputs are  

Y0 = A’B’+AB                                                                                                                                                                    (1) 

Y1 = AB’                                                                                                                                                                            (2) 

Y2 = A’B                                                                                                                                                                             (3) 

 

PROPOSED 2-BIT COMPARATOR 

Proposed comparator is 2-bit comparator. In this, we have given two inputs with2-bit each. The outputs are equal to 

(Y0), greater than (Y1) and less than (Y2).  If anyone of the output is true, then other outputs become false.   

 The equations for 2-bit comparator are shown in (4), (5) and (6) 

Y0 = (A2 AND B2’) + (A1 AND B2’ AND B1’) + (A2 AND A1 AND B1’)                                                                 (4) 

Y1 = (A1 EX-NOR B1). (A2 EX-NOR B2)                                                                                                                       (5) 

Y2 = (A2’AND B2) + (A2’AND A1’AND B1) + (A1’AND B2 AND B1)                                                                          (6) 

The diagram of 2-bit comparator is designed using 4 NOT gates, seven AND gates, two OR gates and two EX-NOR 

gates, through which output is obtained based on the comparison. The AND gates as two inputs and three inputs 

with one output. The OR gates with three inputs and one output. EX-NOR gates with two inputs and one output.  

 The first AND gate inputs are A2, B2’, the obtained output is given to 3 to 1 OR gate.  

 The second AND gate inputs are A2, A1, B1’, the obtained output is given to 3 to 1 OR gate.  

 The third AND gate inputs are A1, B2’, B1’, the obtained output is given to 3 to 1 OR gate.  

 The first EX-NOR gate inputs are A2, B2, the obtained output is given to 2 to 1 AND gate.  

 The second EX-NOR gate inputs are A1, B1 the obtained output is given to 2 to 1 AND gate.  

 The fourth AND gate inputs are A2’, B2, the obtained output is given to 3 to 1 OR gate.  

 The fifth AND gate inputs are A2’, A1’, B1, the obtained output is given to 3 to 1 OR gate.  

 The sixth AND gate inputs are A1’, B2, B1, the obtained output is given to 3 to 1 OR gate. 

  Outputs of first three AND gates are given to 3 input OR gate, that provides the output Y0, i.e. A greater than 

B. Outputs of two EX-NOR gates are given to 2 input AND gate, that provides the output Y1, i.e. A equal to B. 

Outputs of other three AND gates are given to 3 input OR gate, that provides the output Y2, i.e. A less than B. 

The table 7 represents the 2-bit inputs as (A2, A1), (B2, B1) and three outputs (Y0, Y1, Y2). We have given all possible 

combinations and by analysis, we got the three outputs that are considered as Y0, Y1 and Y2 respectively.  

 

RESULTS 
 

Simulations are performed on HSPICE tool of Synopsys Company under 32 nano metre BSIM 4 model card libraries. 

The transistor dimensions are considered as length of PMOS, NMOS are 32 nm and width of PMOS, NMOS are 3200 

nm and 1600nm.The below Figure provides the results of HSPICE simulations of the input and output of 2-bit 
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comparator. In this circuit, inputs are considered as A1, B1, A2 and B2 and outputs obtained are Y0, Y1 and Y2, based 

on the values provided to the inputs.  

 When the inputs A1 is 1, A2 is 1, B1 is 1 and B2 is 1, outputs Y1 (A equal to B) becomes 1 and Y0, Y2 are zeros.   

 When the inputs A1 is 1, A2 is 0, B1 is 1 and B2 is 1, outputs Y2(A less than B) becomes 1 and Y0, Y1 are zeros.   

 When the inputs A1 is 0, A2 is 1, B1 is 0 and B2 is 0, outputs Y0(A greater than B) becomes 1 and Y1, Y2 are 

zeros.   

 When the inputs A1 is 0, A2 is 0, B1 is 0 and B2 is 0, outputs Y1 (A equal to B) becomes 1 and Y0, Y2 are zeros.   

The simulation waveform that is shown in the Fig. displays results with four different input combinations that can be 

verified using the table 7. By analysing Figs 9 & 10, it can be observed that with the variations in the voltage at 

different values, power dissipation alters for 2 bit comparator. Also, the variations in the delay are observed at 

different voltage values for 2 bit comparator. The Table provides the comparison of 2-bit comparator with different 

voltage values, those results in power dissipation in micro-Watts and delay in nano-seconds. Total count of the 

transistors utilised is 102 for proposed 2-bit comparator. It is observed from the table that as the voltage values 

increases, there is an increment in power dissipation and as the voltage value increases, there is decrement in delay. 

The minimum delay is 1.5091 ns and maximum delay is 1.5377ns. The minimum power is 131.64 µW, and maximum 

power is 2003.6 µW for 2-bit comparator as mentioned in table.  

 

CONCLUSION 
 

Analysis is done in order to propose the architecture of 2-bit comparator for optimizing power and delay values. 2-bit 

comparator is designed with transistor count of 102 and with decreased power dissipation and delay measures. 

CMOS is a very well-known technology to design 2-bit comparator. The table provided above displays the 

comparison between transistor count used and along with power dissipation and delay for seven distinct voltage 

levels. The proposed work is simulated using Synopsys tool called HSPICE, and the results are observed for different 

voltages. The proposed model delay and power dissipation results are minimum at 1.50 ns, maximum at 1.53 ns and 

minimum at 131.64 µW, maximum at 2003.6 µW. Hence, it is derived that the proposed model, power dissipation 

and delay of CMOS 2-bit comparator logic is examined. Further scope of the work is to design comparator by using 

CNTFET or GNRFET technologies. 
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Truth Table 1 

A A 

0 1 

1 0 

 

Truth Table 2 

A B Y 

0 0 0 

0 1 0 

1 0 0 

1 1 1 

 

Truth Table 3 

Input 

(A) 

Input 

(B) 

Input 

(C) 
Output (Y) 

A=0 B=0 C=0 Y=0 

A=0 B=0 C=1 Y=0 

A=0 B=1 C=0 Y=0 

A=0 B=1 C=1 Y=0 

A=1 B=0 C=0 Y=0 

A=1 B=0 C=1 Y=0 

A=1 B=1 C=0 Y=0 

A=1 B=1 C=1 Y=1 

 

Truth Table 4 

Input 

(A) 

Input 

(B) 

Input 

(C) 
Output (Y) 

A=0 B=0 C=0 Y=0 

A=0 B=0 C=1 Y=1 

A=0 B=1 C=0 Y=1 

A=0 B=1 C=1 Y=1 

A=1 B=0 C=0 Y=1 

A=1 B=0 C=1 Y=1 

A=1 B=1 C=0 Y=1 

A=1 B=1 C=1 Y=1 

 

Truth Table 5 

Input 

(A) 

Input 

(B) 

Output 

(Y) 

A=0 B=0 Y=1 

A=0 B=1 Y=0 
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A=1 B=0 Y=0 

A=1 B=1 Y=1 

 

 

Truth Table 6 

Input 

(A) 

Input 

(B) 

Output 

(Y0) 

Output 

(Y1) 

Output 

(Y2) 

A=0 B=0 Y0=1 Y1=0 Y2=0 

A=0 B=1 Y0=0 Y1=0 Y2=1 

A=1 B=0 Y0=0 Y1=1 Y2=0 

A=1 B=1 Y0=1 Y1=0 Y2=0 

 

Truth Table 7 

Input 

(A2) 

Input 

(A1) 

Input 

(B2) 

Input 

(B1) 

Output 

(Y0) 

Output 

(Y1) 

Output 

(Y2) 

A2=0 A1=0 B2=0 B1=0 Y0=0 Y1=1 Y2=0 

A2=0 A1=0 B2=0 B1=1 Y0=0 Y1=0 Y2=1 

A2=0 A1=0 B2=1 B1=0 Y0=0 Y1=0 Y2=1 

A2=0 A1=0 B2=1 B1=1 Y0=0 Y1=0 Y2=1 

A2=0 A1=1 B2=0 B1=0 Y0=1 Y1=0 Y2=0 

A2=0 A1=1 B2=0 B1=1 Y0=0 Y1=1 Y2=0 

A2=0 A1=1 B2=1 B1=0 Y0=0 Y1=0 Y2=1 

A2=0 A1=1 B2=1 B1=1 Y0=0 Y1=0 Y2=1 

A2=1 A1=0 B2=0 B1=0 Y0=1 Y1=0 Y2=0 

A2=1 A1=0 B2=0 B1=1 Y0=1 Y1=0 Y2=0 

A2=1 A1=0 B2=1 B1=0 Y0=0 Y1=1 Y2=0 

A2=1 A1=0 B2=1 B1=1 Y0=0 Y1=0 Y2=1 

A2=1 A1=1 B2=0 B1=0 Y0=1 Y1=0 Y2=0 

A2=1 A1=1 B2=0 B1=1 Y0=1 Y1=0 Y2=0 

A2=1 A1=1 B2=1 B1=0 Y0=1 Y1=0 Y2=0 

A2=1 A1=1 B2=1 B1=1 Y0=0 Y1=1 Y2=0 

 

Table 8: The Comparison of 2-Bit Comparator 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Combinational Circuit Technology 
Transistor 

Count 

Voltage 

(V) 

Power Dissipation 

(µW) 

Delay 

(ns) 

2-Bit Comparator CMOS 32nm 102 0.9 131.64 1.5377 

2-Bit Comparator CMOS 32nm 102 1 183.37 1.5277 

2-Bit Comparator CMOS 32nm 102 1.1 266.78 1.5212 

2-Bit Comparator CMOS 32nm 102 1.2 406.90 1.5168 

2-Bit Comparator CMOS 32nm 102 1.3 652.04 1.5133 

2-Bit Comparator CMOS 32nm 102 1.4 1113.5 1.5111 

2-Bit Comparator CMOS 32nm 102 1.5 2003.6 1.5091 
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Fig.1 (a) Inverter symbol (b) inverter schematic Fig.2 (a) AND symbol (b) AND Schematic 

 

 
Fig.3 (a) 3-Input AND symbol (b) 3-Input AND Schematic Fig.4 (a) 3-Input OR symbol (b) 3-Input OR 

Schematic 

  

Fig.5 (a) XNOR symbol (b) XNOR Schematic Fig 6: 1-bit comparator logic diagram 

 

 

Fig.7.2-bit Comparator logic diagram Fig.8.2-bit Comparator waveform 
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Fig.9. Power Dissipation (µW) vs Voltage (V) Fig.10. Delay (ns) vs Voltage (V) 
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This study aimed to determine the antibacterial and antifungal activity of ethanolic extracts of Abutilon 

indicum against bacterial and fungal species. Both antifungal and antibacterial behaviours were examined 

using the disc diffusion method. An ethanolic extract of Abutilon indicum Linn flower extract has 

significant antibacterial and antifungal activity against various species. The flower extract contains 

flavonoids, tannins, terpenoids, and alkaloids as secondary metabolites, which have significant 

antibacterial and antifungal properties. These flowers of Abutilon indicum are utilised to enhance semen 

production and in Siddha medicine. The antimicrobial activity of the plant materials is attributed to the 

presence of secondary products in the plant. The results were examined using the conventional 

antimicrobial drugs chloramphenicol for bacteria and fluconazole for fungus. Plant extracts inhibited 

growth in a dose-dependent manner. 
 

ABSTRACT 
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Keywords: Abutilon indicum, Antibacterial activity, Antifungal activity, Inhibition, Disc Diffusion 

Method. 

 

INTRODUCTION 

 

 Nature is widely utilized as a source of medicine and many synthetic medications have been developed by isolating 

compounds found in nature. Natural products deserve more research because they can be employed as medications 

to cure human diseases. These treatments would be highly effective against infections and would have few if any, 

adverse side effects [1]. According to the World Health Organization, 55 million people died worldwide in 2011, with 

infectious diseases accounting for one-third of all deaths. Most naturally existing and synthetically generated 

bioflavonoids have antibacterial and antifungal activities. The antibacterial activity is a significant attribute for 

providing sufficient defence against microorganisms[2]. Drugs made from plants consume up to 25% of the total, but 

in rapidly emerging countries like India and China, this number rises to as high as 80%. India is one of the world's 

most medico-culturally diversified countries, with a long and ancient history of using plants for medicinal purposes 

[3].Abutilon indicum, a member of the Malvaceae family, is used medicinally and goes by the names Thuthi and 

Atibala. This plant grows erecte, woody, and shrubby in tropical and subtropical nations and exists worldwide. For 

thousands of years, plants have been utilized as medicine. In our traditional medical system, the Abutilon indicum 

(Linn.) plant deals with various deficiencies in the body. A member of the Malvaceae family, Abutilon indicum (Linn.) 

is generally known as the English "country mallow" owing to its use as a medicinal herb[4]. Herbal or plant products 

contain flavonoids, phenolic compounds, terpenoids, and other elements that assist reduced blood glucose levels. 

Abutilon indicum is a tiny shrub native to tropical and subtropical regions frequently decoratively cultivated in 

Karnataka, Tamil Nadu. It is an erect, branching shrub that grows to 0.5–1 m in height.  

 

Almost every part of Atibala has medicinal properties and is traditionally used to cure various diseases[5]. The plant 

roots are demulcent and diuretic, making them beneficial when treating chest and urethritis. This extract made from 

the roots is used to cure fevers and has been discovered to be effective in treating haematuria and leprosy. In 

addition to reducing body pain, the leaves can cure ulcers[6]. The leaf decoction internally treats toothache, sore 

gums, and bladder inflammation. The bark has many medicinal purposes, including those of a diuretic, a fever 

reducer, and an anthelmintic. The seeds are a common ingredient in remedies for various gastrointestinal issues, 

including piles, laxatives, expectorants, chronic cystitis, gleet, and gonorrhoea. The plant's leaves include steroids, 

saponins, sugars, and flavonoids. Gallic acid can be found in the plant's roots. In addition to asparagine, 

mucilaginous compounds can be found throughout the plant [7]. The primary types of chemicals are saponins, 

flavonoids, alkaloids, hexoses, a combination of n-alkanes (C22–C34), and alkanol. Betasitosterorls, vanillic acid, 

Para-coumaric acid, caffeicacid, fumaric acid, Para-hydroxybenzoic, galatonic, para-beta-D-glycosyloxybenzoic, and 

amino acids are some of the main compounds reported in the plant. In addition to alpha-pinene, caryophyllene 

oxide, Endemol, borneol, geraniol, geranyl acetate element, alpha-cineole, and a few other minor compounds, 

Abutilon indicum includes essential oils [8]. The plant's seed oil containscis12, 13-epoxy oleic (vernolic) acid, 9, 10-

methylene-octadec-9-enoic (sterculic) acid, and8,9-methylene-heptadec-8-enoic (malvalic) acid[9].This research 

aimed to examine the antimicrobial and antifungal properties of Abutilon indicum Linn, a traditional medicine used to 

treat symptoms caused by micro-organisms. 

 

MATERIALS AND METHODS 

 
The disease-free Abutilon indicum flowers were harvested freshly from the Erode district of Tamil Nadu. Because if 

selected the dark and calm place for drying the flowers. Then plant materials are frequently assessed for fungal 

growth. In addition, dried plant material was ground into a powder using an electric blender and sieved through a 
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40 mesh detector to achieve a uniform size. Further, to maintain plant material was kept at 4°C in an airtight 

container [10]. 

 

PREPRATION OF EXTRACT 

A coarse powder was prepared from the air-dried flower Abutilon indicum. The soxhlet extraction has been used to 

extract ethanol from the dried powder flower. This extract was strained using muslin, and then the filter was 

evaporated under decreased pressure and vacuum dried. 

 

IN-VITRO ANT BACTERIAL ACTIVITY  

Selection of Microorganism 

To investigate the performance of these compounds against antibacterial and anti-fungi, we collected a variety of 

microorganisms from the Department of Microbiology at Vellalar College of Pharmacy, Erode. It includes Escherichia 

coli, Streptococcus pyrogens, Candida albicans, and Aspergillus Niger. 

 

Antibacterial Activity Using the Disc Diffusion Method 

Extracts of the leaves were tested for their antibacterial activity directed at the chosen bacterial strains. Each sterile 

cotton swab was filled with 20 ml of nutritional agar solution that had been sterilised. Then, a sterile cork borer with 

150 µl of each ethanol was used to make a 0.5 cm well in the medium [11, 12]. After incubating the plants for 24-48 

hours, the extracts were separated into individual wells at 37 °C.These findings were examined during the incubation 

period, while the measurement associated with each well in the diameter of the incubation period using the disc 

diffusion method, as shown in Fig. 1.  As an examination, conventional antibacterial including chloramphenicol, 

were utilized in the incubation zone, as stated in Table 1. 

 

Antifungal Activity Using the Disc Diffusion Method 

The leaf extracts have been tested for antifungal activity to identify fungus strains. Each sterile cotton swab received 

20 ml of nutritional agar medium prepared in a sterile environment. Then, a sterile cork borer containing 150 ml of 

each ethanol was used to create a 0.5 cm deep well in the medium. The extracts were placed into separate wells after 

incubating the plants at 37 °C for 24-48 hours [13]. Following incubation, the outcome was evaluated, and the 

diameter of the incubation region around each well was recorded. The standard antifungal fluconazole was utilized 

as a control, as shown in Table 2. 

 

RESULTS AND DISCUSSION 

 
The present study was performed to measure the antibacterial and antifungal activity from ethanolic flower extracts 

with Abutilon indicum examined at different concentration(10µl/ml,20µl/ml,30µl/ml,40µl/ml) within two pathogenic 

strains of bacteria (Escherichia coli, streptococcus pyrogens) and two fungal strains (candida albicans, aspergillus 

niger). The antibacterial and antifungal activity of ethanolic extracts was investigated in terms of bacterial growth 

inhibition zone [14]. When tested for antibacterial and antifungal activities, extract concentration (µl/ml) increased 

linearly with efficacy, in addition to traditional antibiotics that include chloramphenicol for bacteria and fluconazole 

for fungus [15]. The results reveal that Abutilon indicum flower extracts have significant antifungal activity against 

Aspergillus niger. 

 

CONCLUSION 

 
The present investigation aims to examine the anti-bacterial and anti-fungal activity of Abutilon indicumethanolic 

flower extract using a zone of inhibition assay. These findings are displayed in Tables 1 and 2. The ethanolic extracts 

evaluated in this investigation exhibited varying inhibitory zones against the identified bacterial and fungal 

pathogens. In this work, the ethanolic extract of Abutilonindicum flower exhibited significant anti-bacterial activities. 
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The extract showed zones of inhibition of 22±0.43 and 21±0.70 on nutritional agar medium plates against 

Staphylococcus pyrogens and E. coli, respectively. According to the conventional Chloramphenicol discs, which had 

inhibition zones of 15±0.1 and 17±0.1, respectively, this activity was significantly higher. An excellent anti-fungal 

effect was observed in the ethanolic extract of the Abutilon indicum flower. On nutrient agar medium plates, it 

inhibited candida albicans and Aspergillus niger with zones of inhibition of 20±0.35 and 22±0.38, respectively. The 

standard ketoconazole disc had zones of inhibition of 12±0.5 and 14±0.5, respectively. Therefore, Abutilonindicum 

flower extracts are very effective against bacteria and fungi. 
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Table 1.Displays the Antibacterial Activity 

S. No 
Microorganisms Test 

mm 

Standard drug 

(Chloramphenicol) 

(10µg/ml) 

Zone of inhibition in mm 

   10 mg 20 mg 30 mg 40 mg 

1. E.coli 15±0.1 17±0.18 19±0.42 20±0.45 22±0.43 

2. S. pyogenes 17±0.1 17±0.32 18±0.49 19±0.56 21±0.70 

 

Table 2. Shows the Antifungal Activity 

S. No 
Microorganisms Test 

mm 

Standard drug 

(Fluconazole) 

(10µg/ml) 

Zone of inhibition in mm 

10 mg 20 mg 30 mg 40 mg 

1. C. albicans 12±0.5 15±0.25 17±0.32 18±0.49 20±0.35 

2. Aspergillus niger 14±0.5 13±0.27 12±0.36 17±0.43 22±0.38 

 

 
Figure 1.Depicts the Disc Diffusion Method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Meenakshi Sundari et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75821 

 

   

 

 

 
 

Supportive Model for Improving the Service Quality in the Secondary 

Education 
 

Pankaj Mohindru1* and Kamaljit Singh2 

 

1Assistant Professor, Department of Electronics and Communication Engineering,  Punjabi University, 

Patiala, Punjab, India. 

2Research Scholar, Department of University School of Applied Management, Punjabi University, 

Patiala, Punjab, India. 

 

Received: 22 Jan 2024                             Revised: 09 Feb 2024                                   Accepted: 04 May 2024 
 

*Address for Correspondence 

Pankaj Mohindru 

Assistant Professor,  

Department of Electronics and Communication Engineering,   

Punjabi University,  

Patiala, Punjab, India. 

Email: arseamict@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

To improve the service quality in Secondary Education the model of the researcher revolves around 

Learning, Enthusiasm, Organization, Group Interaction, Service Quality, Individual Relationship, 

Elaboration, and Exam & Assignment, which are Co-related with each other and service quality merely 

depends upon Reliability, responsiveness, Assurance, Empathy and Tangibility of the Lecturer and 

Student. The researcher’s main target is to develop a supportive model that will improve the Service 

Quality in Secondary Education, which plays a key role in the education sector. It will lead the students 

toward the future they have dreamed of in their childhood. This study is conducted by the use of Primary 

as well as Secondary Data. The evolution of end-user computing has led to a consciousness of the 

necessity to estimate the quality of services provided by the information systems function. There are so 

many companies inside and outside the country, which are working to enhance the service quality of 

Digital education. The service quality of Digital Education is improving day by with the passage of time 

and with the development of technology. It can also reduce the fee structure and everyone can learn with 

a go service quality in Digital Education. As we know there are many flaws in the old teaching system 

but with the help of Digital Education, it can be covered in the future. It will also help in Rural areas. As 

we know the world is becoming digital day by day and with the help of Digital Education and good 

service quality children who don’t have the necessary environment for the same can also study. Online 

education has since surfaced the way for an educational change in the way teachers teach and how 

students learn. This study will give advantage to academic researchers, educators, application developers 

and policymakers. 
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INTRODUCTION 

 

Service Quality always plays an essential and energetic role to achieve the success in the Secondary education sector. 

In the present Era the evolution of end-user computing and the importance on excellence in a firm’s products and 

facilities has driven Information Systems (IS) managers to evaluate the quality of IS facility provided to its users. 

Several researches and government reports at official level has acknowledged the same and given approvals for its 

enhancement. As we know technology is continuously changing day by day so the expectations of students are also 

increasing towards the service quality of education. There are so many private institutes which are providing digital 

education, but mostly private institutes are not having the necessary and improved equipment for this. Schools and 

other educational institutes are continuously working towards the student satisfaction with the improvement in the 

service quality in Digital Education. Secondary education segment is facing pressure to increase the quality in 

education. Presently, educational institutions are increasing their effort on constant development and focus on 

student fulfilment. Students are having numerous options to choose after Secondary Education to earn a degree. 

According to the Raubinger et.al (The Development of Secondary Education. New York: Macmillan, 1969)- there are 

seven cardinal principles of Secondary Education, which are Health, Command of Fundamental Process, Worthy 

Home Membership, Vocation, Civic Education, Worthy use of leisure and Ethical Character. These seven purposes 

do not "suggest that the procedure of education can be distributed into separated fields" (Raubinger, Rowe, Piper, 

West, 106). Therefore, all of the seven ideologies are interrelated. In order for these ideologies to be successful the 

student must have aenthusiasm to follow these and an ethical character that will allow this learning to take place. 

 

In Indian context some independent accreditation bodies plays a dynamic role in providing quality certification to 

the secondary education institutions. The study of service quality in secondary education is significant and essential 

to the institutions to deliver information on the success of education tactics and enhancement programs. There is a 

hectic competition after the globalization flourish growth of secondary education in India. The evaluation of the 

schools through service quality in education provided by them helps students to select their avenue of education. 

Even though, there are numerous studies on service quality in several service segments, only a few studies are 

related to the service quality of Secondary education. The previous researches on the service quality of Digital 

Education are not covering all features; hence, the present study tries to fill the research gap. Presently, it is the phase 

to look more holistically at how quality aspects must be united, integrated, and modified through the institution — 

including but not limited to a course-level focus — to purposely design the student learning practise to address 

existing and developing desires. Online education desires to be mission-aligned as well as integrated with quality 

assurance — not as a distinct activity but through courses, programs and pathways, and institutional goals for 

student learning. Nevertheless, of the way an education is distributed, stakeholders expect and deserve quality. This 

point was highlighted throughout the Summit by Dr. Heather F. Perfetti, President, Middle States Commission: ‚You 

now see the phrase ‘regardless of modality’ throughout our standards, and institutions are leveraging their work 

with QM as one mechanism to show the tie back to meeting accreditation standards.‛ (Dr. Deb Adair, QM Executive 

Director January 2022). 

 

RATIONALE OF THE STUDY 

 

Digital education will be beneficial to academic institutes and other education provider organizations. Academic 

institutions can manage their activities systematically and easily with the help of digital education. With the help of 

effective and newest Information technology capable devices and through interactive-audio-visual teaching contents 

they can transfer the knowledge equally and easily from educator to every student (RampraveshGond et al, March 

2017). It will give them the benefits over other academic institutes which are unable to provide service quality in 
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digital education. Educators can teach their students more effectively and easily with the help of digital education. 

Online they can update their time table of teaching, holiday's information, events and other activities anytime from 

anywhere. Teachers also can check the progress of their student online. Beneficiary contents related to the courses of 

the students can be updated by them easily. They can teach difficult subjects to students easily and clearly with 

digital education tools (RampraveshGond et al, March 2017). A standard quality in teaching is needed to educate the 

students better.  In education sector Punjab is having an important place. There are thousands of Senior Secondary 

Schools in Punjab having lacs of students enrolled across different fields (DPI Secondary Education Mohali). 

Information technology has changed many sectors of every field but it is in the beginning phase of acceptance in the 

education sector. So, it is important to enhance the service quality of digital education and take it to the next level. 

Government has to support experienced and right digital technology providers having better service quality for the 

development of digital education sector.  Many private and government players are developing new techniques to 

enhance the service quality of digital education in India. Establishment of these techniques and tools in education 

will lower the expenditure of education and enhance the teaching & learning skills. More importance should be given 

to these private and government players to increase and improve the service quality of digital education. 

A digital education start-up, Byju’s, has raised US$ 50 million from the Chan Zuckerberg Initiative, founded by 

Facebook founder Mark Zuckerberg for the development of digital education in India. Tata Trusts part of the Tata 

Group and Khan Academy are starting web based free learning portal to deliver no cost digital education in India. 

The Cisco Systems planning to speculate 100 million US Dollars in India to enhance digital education. It will help to 

introduce six new labs, which will be capable to facilitate to coach approximately 2,50,000 students by year 2020.  

 

LITERATURE REVIEW  

 
Blended learning is a combination of numerous delivery methods, such as collaboration software, online courses and 

information management practices. Self-paced learning, live learning and face-to-face classrooms are the parts of the 

blended learning (PurnimaValiathan, 2002). Technology growth in internet has the probability to renovate the old 

structure of education. Initiative of delivery of e-learning by internet created opportunities in the business and in 

education sector. E-learning allowed the educational institutions geographical reach, to establish themselves as 

international educational providers. E-learning will provide universities a new formed competition, with complete 

benefits of their traditional, already establish standings. Students can take profits as they can absorb education 

outside the lecture hall and become self-directed independent learners (Singh, G. et al. 2005).Lane Fischer et al. 

(2015) examined the difference in conclusions between the students that learn using open educational resources 

(OER) and those who did not. The learners who learn by using OER done better than that pupil who learn without 

OER. The students who have given the paper by using e-learning tools done better than those who given the exam 

without using e-learning tools. They examined that the usage of e-learning tools possibly has the adverse effect on 

the students who completely depend on e-learning tools (Tomas Moravec et al., 2015).  

 

 The two main key difficulties confronted by Indian Schools viz., inadequate infrastructure and poor quality teaching 

can be solved by digital intervention. Many companies are proposing digital learning solutions (DLS) for 

schools(Sugant et al 2016). IT tools that are useful in E-education discussed by Dr.Jayesh M. Patel (2017) are Moodle, 

Twitter, Blogger, Diigo, PREZI, Wikispaces etc. The usage of this technology is very useful for the students and it also 

satisfied the child centred approach. Digitization has transformed our education system but without dropping the 

old traditional classroom learning. Digital education is the mixture of both features; classroom learning and online 

learning techniques. Digitization is the right technique to decrease the frivolous usage of paper and there are also 

many more benefits of digitization (Dr.UmeshKumari 2019). Dr. Ajay Kumar (2019) claimed that Digital Education 

is required in this competitive world because the participation of Innovation and Technology is surplus in every area 

and it is changing quickly from the last few years.  Service is defined as "the work, activity and benefits that create 

consumer fulfilment" (Duque Oliva, 2005, p. 2). Additional theories claim that services have two essential 

characteristics, intangibility, no differentiation between production and delivery, and the inseparability of production 

and consumption. Furthermore, one of the note worthy unique characteristics between tangible products and 
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services is that they cause dissimilarities in determining the quality of service. Therefore, one cannot evaluate 

services and tangible products in the identical method. The renowned characteristics are intangibility, heterogeneity, 

and inseparability (Parasuraman, Zeithaml, & Berry, 1985). Observed Service Quality is subjective because it is 

estimated by customers based on their observations. It can also be described as an assertiveness regarding the 

superiority of one service that is composed of manifold dimensions (Duque Oliva, 2005; Colmenares&Saavedra, 

2007). As a revolution, online education is compressed by the identical elementary factors as in-person education, 

though the old-style learning atmosphere has not been precisely designed for the online student. Those of you aware 

with Quality Matters (QM) are also possibly to be familiar with the QM ‚Quality Pie‛ — the elements disturbing the 

student learning experience in the online classroom. These factors, which need to be purposely designed for online 

students, with course design, course delivery (teaching), course content, learning technologies, institutional 

infrastructure, faculty preparation and support, and student preparation and support. QM tools were initially 

established to precisely address the course design aspect because it was believed both critical to online learner 

success and because, at the time, most online courses were being established by faculty who comprehensibly lacked 

course design proficiency.  It was the place where a quality intervention was utmost expected to have an impression. 

As proficiency in course design became more approximately accessible in the field, QM began creating tools and 

services to address other factors(Dr. Deb Adair, QM Executive Director January 2022). 

 

Scope of the study 

The scope of this study is restricted to the Senior Secondary Schools of the Punjab State. Senior Secondary education 

acts as a link between primary and higher education and a significant stage towards planning for vocational and 

professional education. In this phase of education student's general education came to an end and at this step they 

have to make selections of the courses for the upcoming studies of their curiosity. There are over almost5000 (Table 1) 

such schools in the whole state that becomes the population for the study. The whole Punjab is divided into four 

regions (Fig: 1) named as Majha, Doaba, Malwa and Poadh.  Data has been collected from 450 schools from these 4 

regions has been taken under study. 

 

Population of the study 

There are more than 5000 Senior Secondary Schools in Punjab and out of which about 4000-4500 Sr. Sec. Schools are 

using digital education for learning and teaching purpose. The number of schools correspondingly from all the four 

parts of the state of Punjab and collected the data. The sampling method and justification is given in the upcoming 

section. 

 

Sampling method & its justification 

The sample size of 450 schools almost 10% of the population has been taken to collect valuable information. Stratified 

convenience sampling method was used in the research. One teacher (approx. 450 in totality) and two students 

(approx. 900) Out of the selected schools were surveyed for the research on service quality of digital education. 

Two separate questionnaires were created separately for teachers as well as students to gather the primary data. The 

questionnaire for teachers consisted of 59 questions and that for students consisted of 69 questions. According to Hair 

et al., a minimum eight to ten times data points of the number of items are needed to do factor analysis (2010). After 

submitting 450 questionnaires, received roughly 440 of which 10 had missing or unbalanced information. The survey 

had a 97.6% response rate. For students also the researcher was able to collect about 865 responses with response rate 

of 96.11 %. The stratification was carried out as follows: 

 

Demographic Profile of the Respondents   

The general profile of the responders is covered in this section. These questions were posed as a questionnaire to the 

respondents, and they provided their responses concerning the preferences from which these tables were created. 

About 950 samples for students and 450 for teachers were taken in the data collection, of which 85 responses of 

students and 10 for faculty were excluded due to inaccuracies. As a result, 865 samples left for students and 440 of 

that of teachers. This sample is a good demonstrative of state of Punjab as the sample is collected from nearly all 

areas of Punjab and is acceptable to undertake factor analysis as well as SEM (Hair et. al.2020). 
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Age Education of Respondents 

The important component of the study is the age of the respondents. The respondents to the survey who were 17 

years of age made up the majority, which is nearly43% of the responders (Fig 6.2). The 18 years age is the next 

important segment. These were generally students of class 11th and 12th who responded to the survey. As far as the 

faculty survey was concerned the extreme number of respondents was from the age group of 30 to 35 years. Others 

were ready to accept the survey and the young teachers could not understand the significance of the study so they 

did not respond properly. 

 

Gender of Respondents  

The gender breakdown of the responders is concealed in the next table. Consequently, it is particularly evident from 

table 6.3 that, out of 865 student respondents, 346 respondents are female. Likewise in the case of faculty respondents 

also it was established that very few female teachers responded. The female respondents of the study were mostly 

from urban schools as the rural teachers hesitated to respond to the survey. 

 

Type of school of Respondents 

Another crucial element of the study is the respondents' level of education. The types of school the respondents are 

studying are shown in table 6.4. The majority of respondents both faculty and students were from private school. 

Very few government school students and faculty are undertaking online education. The respondents who are 

undertaking digital education from government school are mostly urban people. Students of rural government 

schools do not have much idea about online education also. As expected, the trends are quiteadvanced in case of 

private schools. Majority of the private schools are in urban areas and are laying a lot of stress on digital education. 

 

Area of school of Respondents 

The next important aspect of the study is the area of school of the respondents. Most of the faculty members who 

responded to the survey were from the urban schools where as semi urban school faculty were second in the order. 

The situation was bit different in case of students where almost 50 per cent respondents were from the semi urban 

school and about 30 per cent from the urban area. This indicates the interest levels of the school teachers and students 

towards electronic education as well as studies promoting them. Faculty from the rural areas generally avoided 

talking to the researcher and the ones who responded were also not very proactive. 

 

Type of Subject of Respondents 

The next significant feature of the respondent’s profile is subject of the respondents. The four different domain areas 

were taken i.e., arts, commerce, medical and non-medical to ask from the students. The results of the study are given 

in table no 6.6. It can be seen that maximum students as well as faculty engaged in digital education are from medical 

or non-medical line.  Commerce students are next significant group of students who are using electronic education. 

 

RESULTS 
 

This objective intends to develop a research model that can help in understanding of the relationship between service 

quality of digital education and other factors like learning enthusiasm etc with improved service quality. Since 

service quality is a second order construct which is a combination of reliability responsiveness, assurance, empathy 

and tangibility we use the structural equation modelling tool to determine relationships. This model is prepared by 

collecting data from the students studding in the school(all private, government and government aided schools) of 

Punjab that are using digital education methods to study. Before applying the confirmatory factor analysis i.e. SEM, 

the data was subjected to exploratory factor analysis to check whether the constructs coverage appropriately or not. 

The results of the factor analysis show that there were no signs of multi co-linearity in the constructs so the 

researcher proceed with the CFA. Based on the literature review the following research model is suggested: 
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Research Model 

The following section shows the pectoral representation of the research model. Based on intense literature review 

and hypothesis the researcher is able to finalise the model. In this model service quality is taken up as second order 

construct that is measured by reliability, responsiveness, assurance, empathy and tangibility. The remaining 

constructs are taken as first order. 

 

Testing of Normality 

The Skewness-Kurtosis method was used to test the univariate normality of the variables (Hair, et al., 2010; Byrne, 

2010). All of these were computed using the SPSS version (software package for social sciences). All of the computed 

values were found to be within the recommended range. As shown in table 4.14, the value of skewness was less than 

three, and the value of kurtosis was less than eight. Kline (2011); West, Finch, and Curran (1995). 

 

Structural equation modeling analysis 

The analysis moment structures (AMOS) statistical software and the structural equation modelling (SEM) technique 

were used to evaluate the hypothesis given in the research model (Figure 4.1), and a two-stage method was used to 

test the theoretical relationships (Anderson and Garbing, 1922; Schumacker and Lomax, 2010). All the constructs of 

the model were first measured and then structurally modeled. 

 

Measurement model: Confirmatory factor analysis 

The present study used maximum likelihood approach to estimate the model's parameters in and confirmatory 

analysis (CFA) was used to determine the reliability and validity of the obtained data. The variance-covariance 

matrices formed the background of all analyses (Hair et al., 2010). The convergent and discriminant validity of the 

measuring model were evaluated using standardized loadings, as shown in Table 7.3. The Table 7.3 also includes the 

obtained Cronbach's alpha, average variance extracted (AVE), and composite reliability (CR) values. All of the 

standardized values are greater than.662, and the t-values show significance at the 0.001 level. Cronbach's Alpha, 

composite reliability, and average variance extracted (AVE), as recommended by Hair et al., (2010) can be used to 

validate construct reliability, convergent validity, and discriminant validity. In Table 7.3, all Cronbach's Alpha values 

are significantly higher than the 0.02 (Nunnally, 1962) threshold level and CR values ranging from 0.606 to 0.958 

exceeded the 0.60 i.e., above the threshold level, indicating that the scale was reliable (Hair et al., 2010). The AVE 

values range from 0.617 (RS) to 0.747 (AS), all of which are greater than 0.05 i.e. threshold value, Hair et. al. (2010). 

Furthermore, all of the squared AVE values in Table 7.3 are greater than inter-correlation estimates for other related 

constructs, indicating that the measurement model has high discriminant validity (Fornell and Larcker, 1981). The 

independent variables were also looked for multi-collinearity. The variance expansion factors (VIF) for all 

independent variables were less than the threshold value of 5.0. (Belsley, Kuh, and Welsch, 1960) 

 

Model Fitness 

To ensure the model's fitness, all significant and required fit indexes were evaluated (Hair et al., 2010, Kline, 2010). 

Purifications and reassessments were carried out because two major indices, GFI and CFI, were unable to meet the 

threshold values ensuring a good fit between the data and the proposed model (Anderson and Gerbing, 1988; 

Bagozzi and Yi, 2012; Byrne, 2010). This is an iterative procedure that improves model fitness by using various 

criteria such as standardized regression weights (factor loadings), modification indices, and standardized covariance 

matrix (Byrne, 2010; Hair et al., 2010). 

 

Structural model and hypotheses testing 

The structural model's results are strikingly similar to those of the measurement model, according to the same criteria 

used in the measurement model to determine the goodness of fit of the suggested model. This demonstrates how 

well the data fits the model. GFI = 0.952, AGFI = 0.225, CFI = 0.936, NFI = 0.915, RMR = 0.065, and RMSEA = 0.066 all 

fell within the threshold values: GFI = 0.915, AGFI = 0.255, CFI = 0.959, NFI = 0.933, RMR = 0.062, and RMSEA = 0.063. 

When it came to path coefficient analysis, the model's various causal links proved significant. Table 7.5 depicts the 

research model's hypotheses outcomes and path coefficients, as well as the path analysis results. 
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Pertaining to the path analysis the coefficient of the first order path analysis were found to be LN (β =0.515, p < 

0.001), OR (β =0.386, p < 0.001), EN (β =0.216, p < 0.001), GI (β =0.228, p < 0.001), IR (β =0.296, p < 0.001), EL (β =0.226, 

p < 0.001), EA (β =0.326, p < 0.001) all have a statistically significant relationship with BI to adopt mobile payments.  

The result of second path coefficients have also found to be significant RE (β = 0.436, p < 0.001), RS (β =0.368, p < 

0.001), AS (β =0.208, p < 0.001), EMP (β =0.206, p < 0.001), T (β =0.310, p < 0.001). 

 

DISCUSSION 
 
The result of the structural equation modelling highlighted certain very significant results that helped the researcher 

to achieve the objective of the research. The most important factor that emerged from the analysis is learning. With 

highest beta value (β =0.515) this emerged to most important concern for students. The second important construct 

that emerged out of the study was organization with β =0.386. This means how the knowledge material is construct 

and made easy for student to understand. Basically, if the student find the online learning difficult to understand 

than he/ she will not be able to use and gain knowledge from it. The next significant construct was examination and 

assignments with β =0.326. Indian students give a lot of importance to the assignment work and more importantly 

exams. If the online education does not help those getting good marks, the facility is of no use to the students. The 

next important construct as per their significance were individual relation with β =0.296, Group interaction with β 

=0.228), elaboration with β =0.226, and enthusiasm with β =0.216 The students are very serious about their personal 

query handling as well as the teachers inviting them for group discussion. This motivates them and brings them in 

limelight. Besides the coefficients of second order path analysis, where the construct service quality was measured as 

second order construct. This was done using five constructs i.e., reliability, responsiveness, tangibility, assurance and 

empathy. As far as the results of second order path coefficients are concerned, the maximum significant factor 

proved to be Reliability with β = 0.436. This means that the students expect that the information provide by students, 

school website and all different sources should be accurate and trust worthy. The next important factor that 

contributes to service quality is responsiveness with β = 0.368. This means that the teachers and school staff should be 

quick in their problem solving and should provide quick solutions to their problem.  The next important construct is 

Tangible with β = 0.310 which means school should have all the latest all infrastructure and facilities so that the 

online education can be used effectively. The last two important constructs are assurance with β = 0.208 and empathy 

with β = 0.206. This means that although the students lay importance on assurance and empathy while taking up 

online education but their significance is less.  
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Table 1: Schools population for the study 

Regions of Punjab Count of Senior Secondary Schools 

Doaba 991 

Majha 994 

Malwa 2717 

Poadh 425 

Grand Total 5127 

 

Table 2: Table showing sampling Distribution 

S no. 
Regions of Punjab 

 
Data points for faculty Data points for students 

1 HOSHIARPUR 30 60 

2 JALANDHAR 30 60 
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3 KAPURTHALA 30 60 

4 S.B.S. NAGAR 30 60 

5 AMRITSAR 30 60 

6 GURDASPUR 30 60 

7 PATHANKOT 30 60 

8 TARN TARAN 30 60 

9 BARNALA 30 60 

10 PATIALA 30 60 

11 SANGRUR 30 60 

12 LUDHIANA 30 60 

13 FATEHGARH SAHIB 30 60 

14 ROOPNAGAR 30 60 

15 SAS NAGAR 30 60 

TOTAL 450 900 

 

Table 3: Age of the respondents 

Age of the student respondents 

 16 years 17 years 18 years Above 18 years 

Student 180 379 242 64 

 

Age of the Faculty respondents 

 25-30 Years 30-35 years 35-40 years Above 40 years 

Faculty 48 228 93 71 

 

Table 4:Gender of the respondents 

Gender of the respondents 

 Male Female 

Faculty 298 152 

Student 519 346 

 

Table 5: Type of school of Respondents 

Type of school of Respondents 

 Government Government aided Private 

Faculty 89 117 234 

Student 140 288 437 

 

Table 6: Area of school of Respondents 

Area of school of Respondents 

 Urban Rural Semi Urban 

Faculty 255 71 114 

Student 230 189 446 

 

Table 7: Type of Subject of Respondents 

Type of Subject of Respondents 

 Arts Commerce Medical Non – medical 

Faculty 29 97 178 146 

Student 94 156 320 295 

 

Pankaj Mohindru and Kamaljit Singh 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75830 

 

   

 

 

Table 8:  Assessment of Normality 

 Mean Std. Deviation Skewness Kurtosis 

RE1 3.668 .6666 .666 -.061 

RE2 3.665 .6656 .655 .101 

RE3 3.635 .6656 .666 .366 

RE2 3.566 .6636 -.603 .635 

RE5 3.556 .6568 -.566 .516 

RE6 3.565 .6683 -.566 .366 

RE6 3.655 .6666 .615 .156 

RS1 3.660 .6506 .666 .050 

RS2 3.665 .6655 .366 .105 

RS3 3.655 .5655 -.666 .063 

RS2 3.665 .5036 -.606 -.056 

RS5 3.606 .5161 -.553 .055 

RS6 3.526 .5336 -.650 .366 

AS1 3.561 .5106 -.563 .110 

AS2 3.635 .6265 -.366 .136 

AS3 3.666 .6616 .566 .066 

AS2 3.661 .6206 -.556 .153 

AS5 3.666 .6565 .656 .666 

AS6 3.626 .5355 -.365 .061 

AS6 3.606 .6660 -.301 .056 

LN1 3.666 .5566 -.353 .061 

LN2 3.630 .5653 .165 -.660 

LN3 3.666 .6508 -.666 -.666 

LN2 3.668 .6666 .666 -.061 

EMP1 3.665 .6656 .655 .101 

EMP2 3.635 .6656 .666 .366 

EMP3 3.566 .6636 -.603 .635 

EMP2 3.556 .6568 -.566 .516 

EMP5 3.565 .6683 -.566 .366 

T1 3.655 .6666 .615 .156 

T2 3.660 .6506 .666 .050 

T3 3.665 .6655 .366 .105 

T2 3.655 .5655 -.666 .063 

T5 3.665 .5036 -.606 -.056 

T6 3.606 .5161 -.553 .055 

EN1 3.526 .5336 -.650 .366 

EN2 3.561 .5106 -.563 .110 

EN3 3.635 .6265 -.366 .136 

EN2 3.666 .6616 .566 .066 

OR1 3.661 .6206 -.556 .153 

OR2 3.666 .6565 .656 .666 

OR3 3.626 .5355 -.365 .061 

OR2 3.606 .6660 -.301 .056 

GI1 3.666 .5566 -.353 .061 

G12 3.630 .5653 .165 -.660 

GI3 3.666 .6508 -.666 -.666 
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GI2 3.668 .6666 .666 -.061 

IR1 3.665 .6656 .655 .101 

IR2 3.635 .6656 .666 .366 

IR3 3.566 .6636 -.603 .635 

IR2 3.556 .6568 -.566 .516 

EL1 3.565 .6683 -.566 .366 

EL2 3.655 .6664 .615 .156 

EL3 3.668 .6466 .664 -.061 

EL2 3.665 .6656 .654 .101 

EA1 3.635 .6656 .666 .366 

EA2 3.566 .6636 -.603 .635 

EA3 3.556 .6548 -.566 .516 

EA2 3.565 .6683 -.566 .366 

EA5 3.655 .6466 .615 .156 

 

Table 9: Standardized loadings, Cronbach’s alpha values, CR and AVE 

Constructs Items 
Standardized 

loadings 

Cronbach’s 

Alpha 

Composite 

Reliability (CR) 

Average Variance 

Extracted (AVE) 

Reliability 

(RE) 

RE1 0.616 
 

 

 

 

0.903 

 

 

 

 

0.606 

 

 

 

 

0.662 

RE2 0.81 

RE3 0.859 

RE4 0.665 

RE5 0.866 

RE6 0.651 

Responsiveness 

(RS) 

RS1 0.805 

 

 

 

.817 

0.824 0.617 

RS2 0.626 

RS3 0.616 

RS4 0.851 

RS5 0.62 

RS6 0.652 

Assurance 

(AS) 

AS1 0.688 

 

 

 

 

.946 

0.958 0.747 

AS2 0.665 

AS3 0.816 

AS4 0.635 

AS5 0.255 

AS6 0.616 

AS7 0.613 

Learning 

(LN) 

LN1 0.665 
 

 

.837 

0.874 0.660 
LN2 0.806 

LN3 0.661 

LN4 0.803 

Empathy 

(EMP) 

EMP1 0.832 

 

.857 
0.808 0.639 

EMP2 0.622 

EMP3 0.829 

EMP4  

EMP5 0.616 

Tangibles 

(T) 

T1 0.81  

 

 

 

 

 T2 0.859 
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T3 0.665  

.843 

 

0.824 

 

0.638 T4 0.866 

T5 0.651 

T6 0.865 

Enthusiasm 

(EN) 

EN1 0.805 

 

.783 
0.740 0.645 

EN2 0.626 

EN3 0.616 

EN4 0.851 

Organization 

(OR) 

OR1 0.62 
 

 

.819 

0.845 0.617 
OR2 0.652 

OR3 0.688 

OR4 0.665 

Group Interaction (GI) 

GI1 0.816 
 

 

.944 

0.917 0.722 
G12 0.635 

GI3 0.255 

GI4 0.616 

Individual Relation (IR) 

IR1 0.613 
 

 

.844 

0.874 0.661 
IR2 0.665 

IR3 0.806 

IR4 0.661 

Elaboration 

(EL) 

EL1 0.803 
 

 

.852 

0.898 0.679 
EL2 0.832 

EL3 0.622 

EL4 0.829 

Examination and 

assignments (EA) 

EA1 .784 

 

 

.824 

0.829 0.533 

EA2 0.616 

EA3 0.81 

EA4 0.859 

EA5 0.665 

Improved Service 

quality (ISQ) 

ISQ1 .645 

0.826 0.674 0.521 ISQ2 0.616 

ISQ3 0.81 

 

Table 10: Discriminant Validity 

RE RS AS LN EMP T EN OR GI IR EL EA ISQ 

RS 0.622 
           

AS 
0.665**

* 
0.621 

          

LN 
0.526**

* 

0.566**

* 
0.639 

         

EM

P 

0.666**

* 

0.630**

* 

0.636**

* 
0.666 

        

T 
0.696**

* 

0.625**

* 

0.535**

* 

0.361**

* 
0.656 

       

EN 
0.621**

* 

0.525**

* 

0.632**

* 

0.566**

* 

0.635**

* 
0.636 
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OR 
0.626**

* 

0.562**

* 

0.613**

* 

0.556**

* 

0.665**

* 

0.515*

* 
0.62 

     

GI 
0.569**

* 

0.656**

* 

0.512**

* 

0.663**

* 

0.659**

* 

0.569*

* 

0.665*

* 
0.622 

    

IR .612*** .622*** .526*** .689*** .622*** .656** .682** .626*** 
.632**

*    

EL 
0.659**

* 

0.569**

* 

0.665**

* 

0.525**

* 

0.632**

* 

0.566*

* 

0.659*

* 

0.569**

* 

0.665*

* 
0.612 

  

EA 
0.621**

* 

0.525**

* 

0.632**

* 

0.566**

* 

0.659**

* 

0.569*

* 

0.665*

* 

0.659**

* 

0.569*

* 

0.665**

* 
0.615 

 

ISQ 
0.659**

* 

0.569**

* 

0.665**

* 

0.659**

* 

0.569**

* 

0.665*

* 

0.632*

* 

0.566**

* 

0.659*

* 

0.569**

* 

0.665

* 

0.62

9 

Note: Factor Correlation Matrix with squared roots of AVE on the diagonal 

 

Table 11 :Path Coefficients and result of the analysis 

Hypotheses Path Standardized direct Effect Critical Ratio 
 

Result 

H1 
ISQ  LN 

 
0.515 5.612*** Accepted 

H2 
ISQ  OR 

 
0.386 11.590*** Accepted 

H3 
ISQ  EN 

 
0.216 13.590*** Accepted 

H2 
ISQ  GI 

 
0.228 3.668*** Accepted 

H5 
ISQ  IR 

 
0.296 12.622*** Accepted 

H6 
ISQ  EL 

 
0.226 12.013*** Accepted 

H7 
ISQ  EA 

 
0.326 6.632*** Accepted 

Second order path coefficients 

H8 

 

SQ  RE 

 

0.436 16.190*** Accepted 

H9 
SQ  RS 

 
0.368 8.638*** Accepted 

H10 

 

SQ AS 

 

0.208 8.638*** Accepted 

H11 
SQ EMP 

 
0.206 16.190*** Accepted 
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H12 
SQ T 

 
0.310 8.638*** Accepted 

 Notes: *p<0.001, **p<0.001, ***p<0.001 

 

 

 

 

Fig: 1: Punjab divided into four regions Fig 2: Research Model of the study 
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Most object detection models cannot fulfill great execution under evening and other lacking 

enlightenment conditions, which may be since of the grouping of enlightening lists and run of the process 

labeling appears. Open enlightening files assembled for protest discovery are for the most part captured 

with satisfactory encompassing lighting. In any case, their labeling appears commonly center on clear 

objects and neglect murky and blocked objects. Hence, the location execution levels of routine vehicle 

location strategies are confined in evening conditions without satisfactory brightening. At the point when 

objects include few pixels and the nearness of basic components is uncommon, ordinary convolutional 

neural systems (CNNs) may involvement the sick impacts of veritable information incident since of the 

not too bad number of convolutional assignments.  This review presents answers for information 

assortment and the labeling show of evening information to deal with different kinds of circumstances, 

remembering for vehicle detection. Besides, the review proposes an explicitly upgraded framework 

dependent on the quicker area-based CNN model. The framework has a handling velocity of 16 edges 

each second for 500 × 375-pixel images, and it accomplished a mean normal accuracy (Guide) of 0.8497 in 

our approval section including metropolitan evening and amazingly deficient lighting conditions. The 

trial results showed that our proposed strategies can accomplish high detection execution in different 

evening time conditions, for example, metropolitan evening time conditions with deficient brightening, 

and very dim conditions with almost no lighting. The proposed framework beats unique techniques 

thathave a Guide worth of around 0.2. 
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INTRODUCTION 

 

Highway control and intelligent activity executives rely heavily on vehicle detection and estimations in highway 

watching video situations. An enormous data set of activity video footage has been acquired for examination thanks 

to the well-known foundation of activity surveillance cameras. A more distant, off-street surface can be considered 

for the main part at a high survey point. From this vantage position, the vehicle's question measure varies 

dramatically, and the finding precision of a little object far from the road is minimal. It is critical to effectively 

manage the over difficulties and help implement them, regardless of mind-boggling camera scenarios. Using the 

results of vehicle detection for vehicle counting and tracking of multi-object, this paper focuses on the 

aforementioned challenges and proposes a reasonable course of action. Currently, there is a wall separating the fields 

of deep learning and conventional machine vision when it comes to object detection in vehicles that rely on visual 

cues. Traditional methods of machine vision isolate a vehicle from an appropriate background image by tracking its 

motion. There are three main methods that fall under this category [1]: using foundation deduction [2], consistent 

video frame contrast [3], and optical stream [4]. By comparing the pixel intensities of two consecutive video frames, 

the video frame differentiation technique determines the contrast. Other than, the moving forefront district is isolated 

by the edge [3]. By utilizing this strategy and suppressing commotion, the ending of the vehicle can likewise be 

distinguished [5]. At the point when the establishment picture within the video is settled, the foundation data is 

utilized to build up the establishment model [5]. Then, at that point, each outline picture is contrasted and the 

foundation model, and the moving object can likewise be fragmented.  

 

The optical stream method is capable of locating the motion region of a video. The generation of the optical stream 

field incorporates both the velocity and direction of motion of each individual pixel [4]. Methods that rely on vehicle 

characteristics for detection purposes, including the Speeded Up Robust Features (SURF) and the Scale Invariant 

Feature Transform (Channel) techniques, have been utilised frequently. To complete tasks like vehicle detection and 

layout, for instance, 3D models have been employed [6]. Vehicles are categorized into three groups: cars, buses, and 

motorcycles, based on the connection bends of 3D ridges on their exteriors [7]. When applied to the problem of object 

identification in vehicles, deep convolutional networks (CNNs) have shown astonishing results. CNNs have the 

ability to perform tasks that are connected to machine learning, such as case, arrangement, and bounding box 

relapse, and they are also extremely capable of learning information about pictures [8].One can usually classify the 

detection method into two broad groups. The two-stage methodology makes an up-and-comer box of the object by 

means of different calculations and a while later characterizes the protest by a convolutional neural arrange. The one-

stage procedure doesn't make an up-and-comer box be that as it may straightforwardly changes over the situating 

issue of the object-bounding confine to a relapse issue for handling. 

 

 Locale CNN (R-CNN) [9] uses particular region search [10] within the picture as part of the two-stage approach. It 

takes a lot of time to prepare the deeper plan of the organization and uses up some of the capacity notice, and the 

picture contribution to the convolutional network should be of a fixed size. You Just Have to Look Once (Fair Go For 

It) [13] and Single Shot Multibox Detector (SSD) [12] are two of the most prominent one-stage approaches. SSD 

utilises the Multibox [14], Locale Proposition Network (RPN), and multi-scale representation techniques in order to 

place the object with greater precision. Additionally, it makes use of a preset set of anchor boxes that have varied 

angle proportions. The Just do it [13] network divides the image into an appropriate amount of matrices, in contrast 

to SSD. Predicting objects with their centers of mass inside the system is the responsibility of each lattice. The BN 

(Cluster Standardization) layer was added to YOLOv2 [15], which speeds up network intermingling by 

standardizing the contributions of each layer. For every one of the ten categories, YOLOv2 uses a multi-scale 

preparation method to pick a different image size at random. In order to find objects in vehicles, we use the YOLOv3 

[16] network. Following in the footsteps of YOLOv2, YOLOv3 makes use of calculated relapse for the object class. As 
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a two-class cross-entropy misfortune approach, categorization misfortune may handle various title concerns for the 

same object. In addition, the container certainty is relapsed using important relapse to find out if the IOU of the 

inferred box and the genuine box is more than 0.5. In the event that multiple need boxes satisfy the requirement, the 

one with the largest amount of time remaining on the IOU will be taken. Foreseeing the object in the image, YOLOv3 

employs three distinct scales in the final protest figure. Methods for detecting vehicles using vision have produced 

abundant results. To identify the difference in two images with a short time frame slack, the Multivariate Adjustment 

Detection (Distraught) method [20] was employed in [19] between sections of the Bangalore, India, highway. A 

modified image that incorporates the moving cars is used to measure the vehicle thickness of the road. The authors of 

[21] locate the histogram of the edge steepness by applying the Canny edge calculation [22] to a road image; they use 

the Koramangala road in Bangalore, MG as an example. After that, a closed vehicle model is determined by the 

steepness, and the k-implies calculation is used to divide the insights regarding the steepness of the edge into three 

distinct portions. In order to eliminate obstructions caused by improvements in the scene, a shading model was 

created using a difference-based methodology to identify and eliminate vehicle shadow zones [23]. The elimination 

of the shadow zone has the potential to considerably improve the effectiveness of the vehicle detecting system. 

 

In [23], highways were the sites of the examination. In order to build a finder for vehicle detection, which was tested 

using Indian vehicle photos, the authors of [24] used the Accumulate and Haar-like properties. Whatever the case 

may be, the over approach fails to differentiate between different types of vehicles when used for vehicle detection. 

Furthermore, without illumination, it is difficult to eliminate the vehicle's edge or identify it while it is in motion, 

leading to certain problems with poor vehicle recognition accuracy and impacting the detection findings for 

additional use [19, 20]. Another fundamental ITS task is the development of advanced vehicle object identification 

applications, such as multi-object tracking [26]. When it comes to introducing objects, the majority of multi-object 

tracking methods use either Detection Based Tracking or Sans detection tracking. The foundation displaying 

technique is initially utilised by the Detection Based Tracking method in order to recognise moving objects inside 

video frames for the purpose of tracking. While the DFT technique is required to introduce the next item, it is unable 

to handle the expansion or takeoff of existing objects. A Number of Concerns Both the intra-frame object 

comparability and the related between-frame object issue must be taken into account in the subsequent calculation. 

Normalised cross-correlation (NCC) can be used to determine the resemblance of items inside a frame. The 

Bhattacharyya distance is utilised, for instance, in [27], in order to ascertain the distance of the shading histogram that 

links the objects together. It is important to ensure that a query can only occur on a single pathway, and that a single 

pathway can only compare to a single object when there is a relationship between objects that are spread across 

multiple frames. Rejection at the detection level or avoidance at the direction level can handle this problem at the 

moment. Although it is sluggish, [28] used SIFT feature foci for object tracking to address the problems caused by the 

size and brightness fluctuations of moving objects. According to [29], this study suggests using the Circle include 

point detection calculation. Sphere outperforms SIFT in terms of extracting feature centres and does it at a far faster 

rate. To summarise, it seems that research on deep convolutional organise techniques has surpassed that on ordinary 

tactics for vehicle object identification. The number of publicly available datasets including scenes of explicit activity 

is decreasing. Convolutional neural networks are prone to scalability issues, which renders small item finding 

inaccurate. 

 

PROPOSED MODEL 
 

Used dataset  

The image in the dataset is taken from a video of highway inspections (Fig. 4). With its 12-meter height, adjustable 

field of vision, and lack of a fixed placement, the highway checking camera was installed on the side of the road. The 

photographs taken from this vantage point depict the lengthiest stretch of highway and feature vehicles whose sizes 

are blown away. All told, the images in the collection come from 23 separate observation cameras set up in various 

environments with varying degrees of illumination. The automobiles are categorized into three distinct groups in this 

dataset. A text archive containing the item classification's numerical code and the bounding box's normalized 
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facilitate worth stores the mark record. Remember that we made the tiny things in the surrounding street area more 

clear; this is how the dataset incorporates objects of vehicles that have been massively resized. The number of 

features in an example that is far from the camera is much lower than in one that is close to it. The detection accuracy 

of small vehicle objects can be improved with the use of clarified events of varying sizes. Separate sets, designated as 

"preparation" and "test," make up this dataset. In general, there are 5.15 elucidated illustrations in every picture. 

Potentially applicable in many different countries, including India, our dataset has the potential to be a 

comprehensive vehicle focus set. Our dataset offers a plethora of high-quality images, proper lighting, and detailed 

descriptions, in contrast to the existing vehicle datasets. We divided up the road surface area so that subsequent 

vehicle detection could make an accurate contribution. A picture without revolution is created for the erased road 

surface by constructing a square shape around a basis. A quarter of the handled image is the near-to-removed space 

of the road surface, and the other four-fifths of the image are the near-to-proximal space of the road surface; these 

two regions are defined in relation to the beginning of the arrange hub. In order to fix the problem where the car in 

the picture could be split in half using the previous method, the close to proximal and near to far off regions cross-

over by 100 pixels. We examine the near-to-proximal and near-to-removed regions' pixel upsides segment by 

segment. You can't see the road surface location in the segment's image if all of the pixel values are zero. In this case, 

the segment is deleted. Distant regions and proximal spaces of the street surface are the saved regions after the not-

street surface regions are banished. 

 

Vehicle detection using deep learning 

The YOLOv8 model is made up of different types of layers that work together to understand images and find objects 

within them. These layers include convolutional layers, bottleneck layers, spatial pyramid pooling, upsample layers, 

concatenation layers, and a detection layer. Each type of layer has its own specific job in helping the model learn 

about images and spot objects. The model's architecture, shown in Table 2, details how these layers are arranged. 

Convolutional layers are like the building blocks, helping the model see different parts of the image. They start by 

transforming the input image to help the model recognize features better. As the model goes deeper, these layers 

keep doubling the information it understands while also paying attention to different details in the image. The 

bottleneck layer is another important part of this model. It's used multiple times and helps the model become smarter 

while keeping the calculations it needs to do under control. Think of it like a smart way to handle lots of information 

efficiently. The spatial pyramid pooling layer helps the model understand the size of objects in the picture. It 

combines information from different parts of the image to make sure it doesn't miss objects that might be big or 

small. Layers like up sample and concatenation are like tools that help the model see more details. They increase the 

sharpness of what the model understands and allow it to combine different pieces of information from various parts 

of the image. This is really helpful for finding objects that might be different sizes or in different parts of the picture. 

Finally, the detection layer is responsible for the actual job of finding objects. It figures out what objects are in the 

image and where they are located. It looks at different sizes and shapes of objects to make sure it finds them 

accurately. The way YOLOv8 is designed helps it do a great job of finding objects in pictures of all sizes and shapes. 

It's really good at doing this quickly, which makes it perfect for tasks where you need to spot things in real-time, like 

in video or live camera feeds. 

 

DESIGN OF THE MODEL 

Using the detected car box placements of the two areas, we want to return to the original image and verify the 

object's placement. Potentially invaluable is the location and categorization data gleaned from object tracking 

utilising the vehicle object detection method. The vehicle detection method disregards the specific characteristics and 

state of the vehicle since the data given above is sufficient for an automobile inspection. 

 

Tracking of Multi-object 

This section demonstrates the process of pursuing various objects based on the object confine identified in the 

"Vehicle detection utilising YOLOv3" section. Here, we extract the features of the recognised automobiles using the 

Sphere computation, and we get excellent results. When it comes to coordination with expenses and computing 

execution, the Sphere calculation seems to be preferable. As an alternative to the graphic representation 
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computations used by Sift and SURF, this calculation might be a fantastic choice. To identify feature centres, the 

Circle calculation employs the Features from Sped up Fragment Test (Quick). Then, it employs the Harris 

administrator to carry out corner detection. The Short computation is used to calculate the descriptor after the 

include focuses have been obtained. The system of coordinates is constructed with an extra point as the centre of the 

circle and the origin of the point position as the x-axis. So, the attribute point identifier is revolution consistent, and 

the coordinate framework can be swiveled by the picture's rotation. Changing the picture point also allows for the 

proposal of a dependable point. Once the parallel feature point descriptor is obtained, the highlight centres are 

coordinated with the help of the XOR operation, which improves the coordination with efficacy. 

 

Analysis of Trajectory 

This segment illustrates the analysis of the directions that moving objects are going in as well as the counting of 

various data pertaining to object traffic. It is possible to travel in either direction on the bulk of the highways, and the 

streets are separated from one another by disconnection borders. In accordance with the heading of the vehicle 

tracking direction, we are able to identify the path that the vehicle takes on the planet facilitate framework and 

indicate its direction of movement as either towards or away from the camera's position (with A and B, respectively). 

As a detection line for the purpose of vehicle characterisation measurements, a straight line is inserted into the 

picture of the activity scene. On the top edge of the traffic image, at the halfway point, you can see where the 

recognition line is positioned. Counting the road activity stream that occurs within both directions at the same time is 

being done. It is at the point in time when the direction of the item passes the detection line that the information 

pertaining to the object is recorded. At the end, it is possible to retrieve the total number of items in a particular time 

period that are organised in a variety of methods and classes. 

 

Framework Using YOLOv8 

The eighth version of the YOLO model family is YOLOv8. The YOLO models can identify every object in a picture 

with just one forward pass; the name comes from the fact that they only look at the image once. One key difference 

amongst the YOLO models was how they framed the current job. In order to avoid classification issues, the authors 

of the research rethought the object identification task as a regression problem: how to predict the coordinates of the 

bounding box.  Big datasets like COCO and ImageNet are used to pre-train YOLO models. They may play both the 

role of student and master at the same time because of this. They are able to learn new courses very rapidly and give 

quite accurate predictions on the classes they have been instructed on (master ability). In addition to being able to 

train quickly, YOLO models may achieve great accuracy with relatively modest model sizes. They are more 

approachable for developers like us since they can be taught on single GPUs.  As of early 2023, the most recent 

version of these YOLO models is YOLOv8. Its predecessors were significantly altered, and it now features anchor-

free detection, C3 convolutions, and mosaic augmentation, among other changes. The YOLOv8 model was developed 

and is maintained by the Ultralytics team; it is an open-source SOTA model. Sharing, modifying, and distributing the 

program is made possible by the GNU General Public License, which is part of the distribution. There is a thriving 

and constantly expanding YOLOv8 community. The Ultralytics team is responsible for writing and maintaining 

YOLOv8. The original developer of YOLO models was computer scientist Joseph Redmon. Using Darknet 

Architecture, he went through three versions of YOLO, the most recent of which was YOLOv3. With some small 

tweaks and some PyTorch shadowing, Glenn Jocher renamed YOLOv3 to YOLOv5. Next, YOLOv8 was built by 

modifying the architecture of YOLOv5. On January 10th, 2023, YOLOv8 was formally launched. It is currently still in 

the midst of development. 

 

Comparison of YOLOv8 and YOLOv5.  

Two major modifications have occurred: 

1. Detection Without Anchors 

2. Enhancements with Mosaics 

Let's take a close look at these modifications one by one: 
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Detection Without Anchors 

First, we need to grasp the concept of anchor boxes in order to grasp anchor-free detection. One of the biggest issues 

with object detection was fixed with anchor boxes. A grid cell containing the middle of an item is assigned to it before 

anchor boxes. Building bounding boxes and assigning them to certain classes becomes very complicated if the centers 

of two objects are identical.  One way to look at anchor boxes is as generic forms. Think about a scenario where we 

have two boxes that serve as anchors: Box 1 and Box 2.  Anchor Boxes enhanced training by raising mAP in most 

cases. These were already part of earlier YOLO models. There are a number of reasons why YOLOv8's architecture 

deviates from Anchor Boxes: One problem is that the model isn't flexible enough to suit fresh data because it was 

trained with prebuilt anchors. Second, irregularities can't be accurately mapped using polygon anchor boxes since 

there aren't enough of them. 

 

Enhancement of Mosaic Data 

A lot of picture enhancements are done to training images by YOLOv8. Data mosaicing is one kind of augmentation.  

A straightforward method of augmentation known as mosaic data augmentation involves feeding the model input 

that is a composite of four separate photos. Because of this, the model is able to learn real-world objects even when 

partially obscured or from diverse angles. Mosaic Data Augmentation was deactivated for the past 10 epochs because 

it was found to decrease performance. 

 

YOLOv8 life cycle Mathematically 

The YOLO(You Only Look Once) object detection algorithm, including YOLOv8, involves several mathematical 

components and steps in its lifecycle as described below.  

 

Input Data 

The input image is usually a 3D tensor with the following dimensions: (H, W, C), where H is the height of the image, 

W is its width, and C represents the number of colour channels (commonly 3 in RGB images). YOLOv8 then uses this 

information to create an output image. 

 

Anchor Boxes 

YOLOv8 anticipates bounding boxes of varying sizes and aspect ratios using anchor boxes. The dataset provides the 

parameters for these anchor boxes, which are provided in advance as width and height pairs (wi, hi). 

 

Grid Cells 

We use a structure made up of cells to partition the input image. Everything inside the borders of a given grid cell is 

subject to its own set of predictions. The design of the network dictates the diagonal and horizontal numbers of grid 

cells. 

 

Convolutional Neural Network (CNN): 

YOLOv8 employs a deep CNN architecture to process the input image and extract features. Convolutional layers, 

down-sampling layers (such as strided convolution or max-pooling), and feature extraction modules make up the 

architecture.  

 

 

where (Zi) represents the feature map produced by the (ith) convolutional layer, and (Convi) denotes the 

convolutional operation. 

 

Predictions 

For each grid cell, Class probabilities and bounding boxes are predicted using YOLOv8. For any prediction involving 

a bounding box, there are four numbers that reflect its dimensions and centre: (x), (y), (w), and (h), as well as a 

confidence score (Con_f) indicating the confidence that an object is present within the box. Class probabilities 

(P(Classi)) represent the likelihood of the object belonging to a particular class (i). 

Zi = Convi(Zi-1) 
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Non-Maximum Suppression (NMS) 

To filter out redundant bounding box predictions, YOLOv8 uses Non-Maximum Suppression. This involves: 

- Discarding boxes with low confidence scores (Con_f<confidence_threshold). 

 - Suppressing overlapping boxes by keeping the one with the highest confidence score. 

The NMS algorithm computes the Intersection over Union (IoU) between bounding boxes and removes boxes with 

IoU above a certain threshold. 

 

 

 

Evaluation Metrics 

- Intersection over Union (IoU):The overlap between the predicted bounding boxes and the ground truth bounding 

boxes is measure by theIoU. 

  

Precision and Recall 

The F1 score is derived from two metrics: recall, which evaluates the proportion of actual positives to the total 

number of positive predictions, and accuracy, which counts the proportion of true positives to all anticipated 

positives. 

 

F1 Score 

The F1 Score combines recall and precision into a single number by taking their balanced average. It helps to measure 

how well a model finds relevant items (precision) and captures all relevant items (recall) at the same time. 

 

 
 

MAP (Mean Average Precision): The Mean Average Precision, or MAP, is a statistic that takes into account the 

average accuracy across precision-recall curves for different types of objects. 

One of the most common metrics utilised in the field of object recognition and information retrieval is known as 

Mean Average Precision (mAP). This metric is particularly useful for assessing the effectiveness of models in 

identifying numerous classes or categories. Calculated by taking the average of the Average Precision (AP) values 

that were calculated independently for each class or category that was included in the dataset, it is expressed as a 

percentage. 

 

 

 

Where Nrepresent the total number of classes of object 

 

 

 

Prediction = (x, y, w, h, Con_f, P(Class1), P(Class2), ………………, P(Classn)) 

IoU = Area of Intersection/Area of Union 

mAP = 1/N   𝑨𝑷𝒊𝑵
𝒊=𝟏  ; 
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RESULTS AND DISCUSSION 

 
The processes that were utilised to test the methods that were outlined in the "Methods" section are described in full 

below. For the purpose of our testing, we utilised the preexisting collection of vehicle objects that is located in the 

"Vehicle dataset" area. In order to capture three separate scenes, our inquiry made use of high-quality highway 

recordings, as can be shown in Figures 4 and 5. 

 

Vehicle tracking and counting 

In the aftermath of the acquisition of the object box, we carried out an investigation into the direction of the vehicle 

and tracked it using the Circle feature point coordinating mechanism. The comparison Sphere expected position was 

generated inside the study whenever the coordinating with point of each object achieved a value larger than ten. For 

the purpose of counting, we determined the direction of travel of the vehicle by utilizing the detection line, taking 

into consideration the procedure that resulted in the development of the following direction. The emphasis of our 

investigation was on three other films that come from the same era as the scene described in the "Network planning 

and vehicle detection" section, but each of these films has a different number of frames. 

 

CONCLUSION 

 
Our results included an assessment of our framework's evening detecting hones. Images captured under the artificial 

illumination of city nightlights can still be processed by our system. No matter how dim the lighting is, the system 

can still make out the general shapes of objects as if they were completely illuminated, even in very low light. Things 

with few pixels, items with a haze, and objects that are blocked seem to be the focus of our labeling. The results show 

that our creative approach to deal with include extraction outperforms conventional methods [7,8], which rely 

heavily on the illumination from car headlights and taillights, in very dim lighting. Systems with simple paths, such 

as ResNet101 [2], also have decent night detection performance, as we discovered. Our framework made use of 

ResNet101 to extract features. During the night, frameworks that use networks with alternate courses as feature 

extractors may accurately identify partially transparent and somewhat small objects. Interestingly, the ResNet101 

framework needed roughly twice as much processing time as the VGG16 framework for images with a 500 × 375 

pixel dimension. In order to achieve continuous detection with a system that has somewhat limited processing 

capability, the picture size should be reduced for implanted frameworks. Objects that are obstructed, tiny, or hazy, 

especially in extremely dark environments, are the focus of our review, which also includes advanced labeling 

methods and frameworks. Even on the exhibition levels, we saw significant simplification and improvements. 

According to the testing results, whether it's dark outside or there isn't enough light, the models trained with our 

evening data sets—which were identified by our shows—seem to differentiate between small, obscured objects. In 

settings that were extremely dim, with almost no brightening or lighting that was incredibly powerless, our methods 

provided detection execution levels that were worthy of praise. The levels of detection execution achieved by the 

techniques that were proposed were higher than those achieved by the initial tactics. During the process of handling 

images at a resolution of 500 × 375 pixels, the Guide values increased from around 0.2 to 0.8497, achieving a frame 

rate of 16 frames per second. The visual correlation of the yield photographs provided both an external and an 

emotional confirmation of this conclusion. The technique that we have suggested is capable of accurately identifying 

automobiles in a variety of urban evening settings, including those that are extremely dim. In the work that we 

planned to do in the future, we anticipated working on the implementation of our system by employing several 

standardization methodologies that were optional. We anticipated that we would be able to zero in on the 

photographs that were taken under extremely bright lighting conditions. In particular for the data we collected 

during the evening hours, we advised that suitable measurements be encouraged in order to appropriately quantify 

the model exhibition for enclosing items. 
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Table 1. YOLOv8 Model Architecture 

 

 

Table 2: The aggregate count of vehicles identified through various methodologies 

Video 

Name

s 

Video 

Frame

s 

Vehicle 

category 

Total number of vehicles 

Proposed method 
Input imagedetection    

method 

Number of Vehicles in 

Video 

Remoteare

a 

Proximalare

a 

Remoteare

a 

Proximalare

a 

Remoteare

a 

Proximalare

a 

Video 

1 
10000 

Car 9,728 11,510 693 8,616 9,840 11,550 

Bus 1062 569 72 379 1,082 580 
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Motorcycl

e 
11,701 7,390 40,040 3,703 11,792 8,471 

Video 

2 
10000 

Car 6,890 5,515 1,192 3,356 6,914 5,654 

Bus 594 874 102 295 607 882 

Motorcycl

e 
9,097 7,509 3,122 2,738 9,169 7,731 

Video 

3 
10000 

Car 5,804 4,136 1,024 1,188 5,834 4,352 

Bus 755 316 126 195 783 329 

Motorcycl

e 
9,708 7,900 3,231 3,266 9,726 8,007 

 

Table 3: The real vehicle numbers are compared using a variety of methodologies 

 
Vehicle 

Category 

Remote Area Proximal Area Average Percentage 

Proposed 

method 

Input-image 

detection 

method 

Proposed 

Method 

Input-image 

detection 

method 

Proposed 

method 

Input-image 

detection 

method 

Number of 

Vehicles in 

Video 

Car 99.26% 11.58% 99.39% 43.54% 99.175% 30.06% 

Bus 98.94% 22.08% 98.05% 63.86% 98.995% 42.97% 

Motorcycle 99.11% 18.21% 98.61% 80.99% 98.56% 49.6% 

Over all 

correct 

Percentage 

 98.64% 31.96% 98.82% 72.80% 98.976% 48.86% 

 

Table 4: Performance of the proposed model 

Images Box (P) R mAP50 mAP 50-95 Mask (P) R mAP50 mAP50-95 

25000 0.962 0.94 0.967 0.934 0.961 0.96 0.947 0.941 

25000 0.971 0.97 0.979 0.955 0.951 0.97 0.969 0.953 

25000 0.952 0.97 0.985 0.985 0.972 0.96 0.975 0.981 

25000 0.961 0.98 0.975 0.956 0.951 0.97 0.975 0.946 

25000 0.984 0.98 0.961 0.985 0.983 0.98 0.981 0.985 
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Fig 1:Process flow of the method Fig 2:Architecture diagram of multi vehicle 

 

 
Fig 3: Vehicle detection Fig 4: Vehicle detection 

 
Fig 5: Vehicle detection 
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Hyperandrogenism and persistent anovulation are two hallmarks of the complex endocrine condition 

known as polycystic ovarian syndrome (PCOS). Patients with PCOS exhibit a wide range of symptoms, 

making diagnosis challenging. Ultrasonographic follicle examination and hormonal assessment of 

androgen level are part of the diagnostic workup. Insulin resistance is unique to PCOS-afflicted obese 

women. It is now known that oxidative stress is a major factor in the pathophysiology of numerous 

illnesses, including PCOS. Even though extremely intricate antioxidant enzymatic and non-enzymatic 

systems regulate the formation and propagation of intracellular reactive oxygen species (ROS), knowing 

the mechanisms underlying oxidative stress is crucial for developing PCOS prevention and treatment 

plans. This article examines the research on the connection between oxidative stress and PCOS 

development. 
 

Keywords: Oxidative stress, PCOS, herbal drugs against PCOS 
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INTRODUCTION 

 

The medical condition known as PCOS, or polycystic ovarian syndrome, is diverse and is typified by persistent 

anovulation and hyperandrogenism. A PCOS patient may exhibit a wide range of symptoms, including weight gain, 

infertility, excessive hair growth, irregular or skipped menstrual cycles, and acne. PCOS is a low-grade inflammatory 

illness that affects 5–10% of premenopausal women globally. It is associated with hormone imbalance, which can 

lead to problems with female infertility. According to data from the World Health Organization (WHO), 116 million 

women worldwide (3.4%) may be afflicted with PCOS. There is a dearth of information regarding PCOS prevalence 

in India. Twenty percent of Indian women are thought to have PCOS.  Hyperandrogenism, which causes excessive 

facial hair growth, acne, anovulation, and numerous ovarian cyst formation, is one of the main clinical characteristics 

of PCOS. Numerous investigations noted notable fluctuations in oxidative stress markers within the pathophysiology 

of PCOS. Oxygen free radicals that are produced in excess cause clinical characteristics associated with PCOS. (1). 

PCOS arises from the interplay of various environmental and heritable factors. Genetic or environmental factors may 

be the underlying cause of the congenital conditions leading to aberrant theca cell androgenic function. Insulin-

resistant hyperinsulinism, which might have an acquired or congenital foundation, is the main postnatal cause. In the 

past few years, research on genetics and epigenetics has significantly advanced our understanding of the specifics. 

Because ovarian androgenic function tests can demonstrate farnesol-induced generation of reactive oxygen species 

(FOH) in the great majority of cases (87%) it is a key component in the etiology of PCOS. Generalized ovarian steroid 

hyper-responsiveness to LH, as demonstrated by an off-label gonadotropin releasing hormone agonist (GnRHag) or 

human chorionic gonadotropin (hCG) test, is a characteristic shared by two-thirds of FOH patients. (5). It is 

suggested that genes involved in folliculogenesis should also be taken into consideration as potential candidates for 

the aetiology of PCOS due to the discovery of anomalies in the early, gonadotrophin-independent phases of ovarian 

follicle formation. Few case-control studies have been published to date, nonetheless, with sufficient power to either 

confirm or rule out the candidate genes analyzed as important aetiological determinants. Numerous studies have 

been published in the literature that have shown connections between polymorphisms in genes related to 

steroidogenesis and the production or function of insulin. (6).  As Women are more susceptible to a variety of 

illnesses and disorders due to oxidative stress, which also disrupts their hormone cycles. This article focuses on the 

relationship between oxidative stress and PCOS, as well as antioxidants that are sold as herbal medications. 

 

Role of Oxidative stress  

Increased reactive oxygen species (ROS) and insufficient endogenous and exogenous antioxidant production or 

availability inside the body are the main causes of oxidative stress. The balance of antioxidants is upset. Free radicals 

cause harm to cells and can even be fatal. Thus, OS may result from a drop in antioxidant defense systems as well as 

an increase in oxidants (free radicals or reactive species). Increased reactive oxygen species (ROS) are linked to a 

number of reproductive conditions, including endometriosis, polycystic ovarian syndrome (PCOS), and 

preeclampsia (7).  

 

Physiological role of ROS in the ovary 

Through signaling, reactive oxygen species (ROS) control a number of ovarian physiological processes, including 

meiosis, ovulation, corpus luteum maintenance, and regression, as well as oocyte growth and fertilization (Fig. 3). 

•OH and 1O2 are two of these regulatory ROS that can only reside in distinct areas and have relatively limited 

diffusion distances. Furthermore, O2•-'s volatility and its incapacity to permeate through membranes restrict its 

potential as a signaling molecule. H2O2 molecules, on the other hand, are essential messengers in signaling pathways 

because of their low reactivity, high selectivity, high diffusivity, and good membrane permeability. One of the most 

important things the ovary does is ovulate, which is a similar process to inflammation.  Increased secretion of 

the luteinizing hormone before ovulation leads to increased inflammatory precursors in the ovary, which results in 

excessive ROS production . The increased ROS are involved in cumulus expansion, progesterone production, the 

expression of preovulatory genes, and the activation of signals contributing to ovulation.  
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Oxidative stress and reproduction in women with PCOS 

Another crucial intraovarian regulation of folliculogenesis is oxidative metabolism. A group of follicles start to grow 

and develop in the ovary every month, but only one of them becomes the dominant follicle (9). Antioxidants impede 

this process, which is regulated by an increase in ROS, and they also aid in the advancement of meiosis II. ROS 

impacts the course of meiosis II, reduces DNA damage and gonadotropin secretion, and prevents the synthesis of 

ATP (10). It is one of the states with elevated OS, which causes disruptions in the luteal and ovarian follicular phases 

of the cycle (9). ROS and MDA levels were shown to be elevated in the follicular fluid of women with PCOS. It 

decreased TAC, which was directly associated with reduced oocyte maturation and fertilization rates, poor embryo 

quality, and lower pregnancy rates. Also, AGEs affect the ovarian cells directly in women with PCOS. It was 

investigated that PCO ovaries displayed an increased concentration of AGE deposition in granulosa, theca, and 

ovarian endothelial cells (7). 

 

Pathological role of ROS in ovarian diseases 

ROS are essential for ovarian physiological function; however, excessive ROS levels can induce the development of 

ovarian diseases (Fig 4). Increased ROS production owing to factors such as aging and drinking, beyond the 

antioxidant capacity can induce OS and lead to the oxidative damage of lipids, proteins, and DNA. Excessive ROS 

production can directly affect the target of signalling pathways and also induce abnormal results by interacting with 

intermediate reaction steps as second messengers. This oxidative damage and the abnormal signalling pathways 

finally manifest in age-related ovarian dysfunction, ovarian cancer, PCOS, and ovarian endometriosis. 

Reactive oxygen species ROS and PCOS 

One of the most prevalent complicated endocrine disorders and a significant contributor to anovulatory infertility is 

PCOS. Although the pathophysiology is still poorly understood, ROS are recognized to be crucial. For a variety of 

factors, the OS in PCOS patients is more robust than in healthy individuals. IR plays a key role in the etiology of 

PCOS and is intimately linked to obesity, hyperandrogenism, and ovulatory dysfunction. In individuals with IR, 

hyperglycemia increases the generation of reactive oxygen species (ROS) through the NADPH oxidase p47(phox) 

component. Leukocytes are more susceptible to hyperglycemia and OS is exacerbated by hyperandrogenemia. 

Another important factor in the generation of ROS in obese people is NADPH oxidase. Increased fatty acid levels in 

adipocytes cause NADPH oxidase activation, which raises OS. The increased ROS through these mechanisms can 

promote the development of PCOS. OS reduces the sensitivity of skeletal muscle to insulin, resulting in the 

development of IR . Additionally, OS impairs glucose uptake in muscle and adipose tissue and induces pancreatic β-

cell dysfunction . Elevated OS exacerbates PCOS progression by increasing the size of mature adipocyte, inducing 

obesity-promoting preadipocyte proliferation and adipocyte differentiation . These associations suggest that ROS 

play a crucial role in the pathogenesis of PCOS, thereby providing a novel perspective into the treatment of PCOS 

patients: the inhibition of ROS production through antioxidant therapy to alleviate PCOS symptoms. 

 

ROS and ovarian endometriosis 

Ovarian endometriosis is the most common lesion of endometriosis, which causes not only severe menstrual pain but 

also infertility. The monthly conception rate in healthy women is 15–20% compared with 2–10% in women with 

endometriosis. OS plays a vital role in endometriosis-related infertility. In patients with ovarian endometriosis, 

endometriotic tissue causes increased expression of OS markers in the surrounding normal ovarian cortex, 

suggesting that OS was occurring. (11). 

 

Herbal drug available in market against PCOS  

Antioxidant supplementation is being investigated as a possible treatment for reproductive diseases linked to 

infertility and may be useful in reducing the generation of reactive oxygen species (ROS) (2009).  

Antioxidants fall into two categories: primary, enzymatic, and natural, and secondary, non-enzymatic, and synthetic. 

Antioxidants that are enzymatic include GPX, catalase, and SOD. Vitamin E, vitamin C, beta carotene, lutein, α-lipoic 

acid, selenium, lycopene, taurine, L-carnitine, coenzyme Q10, and others are examples of non-enzymatic 

antioxidants.11 In eukaryotes, there are three different kinds of SOD: extracellular SOD (EC-SOD), manganese SOD 
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(Mn-SOD), and copper/zinc SOD (cu/zn - SOD). Antioxidants can be obtained from foods or supplements (non-

enzymatic) or produced endogenously (12). 

 

Watermelon seed (Citrullus lanatus ) 

Citrullus lanatus seed extracts possess anti-oxidant activities and the potency of anti-oxidant activities depends on 

the type of extract.Recent studies have shown that many dietary polyphenolic constituents derived from plants are 

more effective antioxidants. 

 

Licorice (Glycyrrhiza glabra) 

Glycyrrhiza glabra is a member of the Fabaceae family. It mostly consists of 2-9% glycyrrhizin, glycyrrhizin acid, 

carbohydrates, amino acids, flavonoids, and isoflavonoids. The main phytoestrogens in liquorice are glabridin, 

glabrene, liquiritigenin, isoliquiritin, and liquiritin. Glycyrrhiza's flavonoids have an anti-androgenic impact because 

they interact with estrogenic receptors and have estrogenic activity. Furthermore, flavonoids have the ability to aid in 

the release of insulin, which lowers blood sugar and helps treat PCOS.Panax ginseng is known as ‚the king of herbs‛ 

and has been used for more than 2000 years. The saponins found in ginseng are the active molecules responsible for 

its useful therapeutic activity, and they include major ginsenosides, namely ginsenoside. P. ginseng can stimulate the 

growth of estrogen receptor (ER)-positive (þ) cells in vitro. Ginsenoside Rb1 and Rg1 can stimulate ERs with 

estrogen-like activity (13). 

Cinnamon (Cinnamomum verum) 

The Lauraceae family of herbaceous plants includes the cinnamon plant. Sri Lanka and tropical Southern India are 

home to cinnamon plants. Cinnamon is said to behave as an insulin sensitizer by numerous research. Several 

flavonoids and polyphenols found in cinnamon have antioxidant and free radical scavenging properties [23]. 

According to certain research, the cinnamon extract's Type-A polymers and procyanidine polyphenols improve 

insulin signaling at the post-receptor level, boost PI3 kinase activity, and improve the GLUT4 glucose transporter to 

increase the absorption of glucose.  

 
Aloe (Kumari mussbar) 

Biological source: Dried latex of leaves of various species of aloes, mainly Aloe barbadensis. 

Family: Liliaceae. 

Part(s) used: Leaves and juice. 

Aloe vera has been discovered to have ‚antimicrobial‛, ‚anti-carcinogenic‛, ‚anti-viral‛, ‚immunomodulatory‛, 

‚anti-oxidant‛, ‚anti-inflammatory‛, ‚skin protecting‛, and ‚wound healing‛ qualities, in addition to managing 

PCOS and being antidiabetogenic. Aloe vera is a Liliaceae plant that contains secondary metabolites such as 

anthraquinone derivatives, flavonoids, phytosterols, polyphenols and other nutrients. Aloe emodin and barbaloin are 

the major constituents of Aloe vera.  

Ashwagandha (Withania root, ashwagandha, and clustered wintercherry) 

Biological source: Dried roots and stem bases of Withania somnifera Dunal. 

Family: Solanaceae. 

Part(s) used: Ashwagandha powder, roots, barks, leaves, fruits, and seeds. 

One such ayurvedic herb that has historically been recognized as a potent adaptogen is ashwagandha powder. 

Adaptogen herbs assist the body in harmonizing hormone levels, which may therefore lessen stress and PCOS 

symptoms. 

Shatavari (Asparagu Satmuli.) 

Biological source: Dried tuberous roots of Asparagus racemosus Wild. 

Family: Liliaceae. 

Part of use: Dried roots. 
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PCOS is brought on by a hormonal imbalance in a woman’s body, as was previously described. According to various 

research studies , when women take 5 gms of shatavari, their hormones are balanced. Shatavari naturally boosts 

antioxidant levels in a woman’s body, improves menstruation, and decreases fertility (8). It helps in promoting 

normal development of ovarian follicles, regulates menstrual cycle and revitalizes the female reproductive system 

mainly due to its phytoestrogen (natural plant based estrogen). It also helps in combating the hyperinsulinemia [6]. 

(14). 

 

Fenugreek (Trigonella foenum-graecum L) 

Asia cultivates fenugreek, or Trigonella foenum-graecum L., an annual plant used historically as a spice crop. Ten to 

twenty aromatic yellow seeds can be found in its crust. Fenugreek reduces insulin resistance in PCOS-affected 

women and possesses anti-diabetic and cholesterol-lowering properties. Soluble fibers included in fenugreek extracts 

lower blood sugar levels by limiting the enzymatic breakdown and absorption of carbs, which in turn lowers 

postprandial glucose levels. Fenugreek inhibits alpha-amylase and sucrose while promoting insulin synthesis and 

release from beta-pancreatic cells, resulting in hypoglycemic effects. Hassanzadeh et al. looked into how fenugreek 

seed extract affected PCOS-affected women's insulin resistance (15). 

CONCLUSION 

Oxidative stress occurs due to the increased reactive oxygen species (ROS) and the insufficient production or 

availability of endogenous and exogenous antioxidants in the body. Herbal Drugs containing high amount of 

antioxidants can be used as treatment against PCOS as role of oxidative stress is crucial in female reproductive 

health. Herbal drugs mentioned in the review are already in use and available in market. 
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Ashwagandha assist the body in harmonizing hormone levels, 

Shatavari improves menstruation 

Fenugreek hypoglycemic effects 

 

 

Ankita Dudhal et al., 

https://doi.org/10.1111/j.1365-2605.2005.00623.x
https://doi.org/10.1530/rep-22-0152
https://doi.org/10.1007/bf03016135
https://doi.org/10.1186/1477-7827-10-49
https://doi.org/10.1016/s1071-5576(00)00106-4
https://doi.org/10.1016%2Fj.redox.2023.102659
https://doi.org/10.18203/2320-1770.ijrcog20181892
https://doi.org/10.3390/biotech12010004
https://doi.org/10.1515/bmc-2020-0005


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75853 

 

   

 

 

 

 

Fig.1.Causes of PCOS(1). Fig.2.Normal and Polycystic ovary 

 

 
Fig.3.Etiology of PCOS Globally(4) Fig.4. Physiological role of ROS in the ovary(8) 
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To Evaluate & Compare The Effectiveness Of A Diode Laser, Calcium Sodium Phosphosilicate (Novamin) & Arginine 

Calcium Carbonate (ACC) In Occluding Dentinal Tubules. This in vitro study included 10 teeth with intact root 

surfaces unaltered by extraction procedure for specimen preparation. Each tooth was disinfected, air dried and cut 

into 4 sections. Total 40 sections were prepared ,which were acid etched. They were divided into 4 groups- Saline 

(Control), Novamin, Arginine Calcium Carbonate & Diode laser. In diode laser group, specimens were lased with 980 

nm diode laser at 0.5 W/PW (62.2J /cm2) in a NC (non-contact) mode for 30 seconds. Specimens were evaluated under 

Scanning Electron Microscope (SEM) at 10kv– 20kv under x 2000, x5000 magnification for surface characteristics and 

patency of dentinal tubules. Total number of tubules visible, open, completely and partially occluded were recorded 

and compared. Although, it was observed that all the three agents were able to obtain dentine tubule occlusion, there 

was statistically significant difference in the percentage of tubule occlusion in the dentine discs treated by Diode laser 

compared to the  toothpastes. Diode laser was most effective in treating dentinal hypersensitivity. 
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INTRODUCTION 

Dentinal hypersensitivity is characterized as acute, non-spontaneous, short or long lasting pain originating from 

exposure of dentin to thermal, chemical, mechanical or osmotic stimuli that cannot be attributed to any other dental 

pathology.[2]Dentinal hypersensitivity is a common occurrence and is often one of the main reasons why patients seek 

dental treatment. The reported prevalence of DH varies from 4% - 57%.[3] 

 

MATERIAL & METHODOLOGY 

 
The present in vitro SEM study was undertaken at Department of Conservative Dentistry & Endodontics, Rural 

Dental College, Loni, Maharashtra, India. The study was conducted during the period from January 2023 to June 

2023. Teeth with intact root surfaces and unaltered by extraction procedure were included for specimen preparation. 

Teeth treated previously with desensitizing therapy, cracked teeth with defective restorations were excluded. Teeth 

which had undergone root canal therapy or with any apical lesion, caries, roughness of root surfaces, developmental 

anomalies such as concrescence, fusion were also excluded.  

Preparation of the specimen 

Ten selected freshly extracted teeth were cleaned of gross debris and stored in 10% formalin solution. Teeth were 

ground with carbide bur to remove outer enamel layer and polished with 600 grit SiC paper. Teeth were then 

sectioned with a carborundum disc attached to a straight hand piece (KAVO EWL type 4415, KAVO®, West 

Germany). A total of 40 dentin samples of 2 mm thickness were obtained in both longitudinal and transverse section. 

The dentin specimens were placed in an ultrasonic cleaner (SONICER®, Yoshida Dental Mfg Co Ltd, Osaka, Japan) 

with distilled water for 30 seconds. Later, the specimens were etched with 37% phosphoric acid for a period of two 

minutes and then rinsed in distilled water. The prepared samples were randomly assigned to 4 groups 

 

Saline group: 10 specimens were treated with saline and they served as control group.  

 

Novamin (SHY-NM) group: 10 specimens were treated withNovamin. 

 

Diode Laser group 

10 specimens were lased with 980 nm Diode Laser (Epic X, Biolase) at 0.5 W/PW (62.2 J/cm2) in noncontact mode for 

30 seconds.  

 

Arginine Calcium Carbonate/ACC (Colgate sensitive pro-relief) Group: 10 specimens were treated with ACC. Half 

of the samples from each group were randomly selected to be subjected to acid challenge by 6% citric acid. All of the 

samples were sputter coated with layer of gold/ palladium followed by SEM analysis. 

Scanning electron microscope analysis 

The analysis of specimens under SEM (Carl Zeiss NTS Ltd.,Baden-Wurttemberg, Germany) micrographs was carried 

out by an expert to evaluate occlusion of dentinal tubules. SEM test samples were evaluated at 10-20KV and under 

x2000, x5000 magnification for surface characteristics and patency or occlusion of dentinal tubules. Test samples were 

examined by low voltage SEM to determine the effect of the abovementioned agents and diode laser on dentin tubule 

occlusion. The total number of tubules open, completely and partially occluded tubules was counted in each 

photograph. All the specimens were scanned for determining occlusion of tubules using following criteria. The 

tubules were considered completely occluded when they show either complete penetration of the crystal or complete 
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obliteration of the canals by the reaction products. The tubules were considered partially occluded when there is a 

central opening in the canal with circumferential closure of the tubule or more than 50% reduction in the diameter of 

the tubule. The percentage of tubules blocked was calculated as: Number of tubules blocked x100/total number of 

tubules.  

 

RESULTS 
 

Percentages of completely occluded tubules and comparison of efficacy of laser & desensitizing toothpastes in 

occluding tubules by One-Way ANOVA.  

 

Evaluation of occlusion of tubules 

DISCUSSION 

 

According to Morris et al., it was observed that in-vivo studies of DH, a very powerful placebo effect has been noted, 

particularly when dealing with small number of subjects and eligible teeth. Hence, the in- vitro examination of 

products using a reproducible model such as the dentin discs makes it a feasible model to understand occluding, and 

thus, desensitising properties of potential desensitising agents.[5]Diode laser leads to increase in mitochondrial ATP 

through bio-stimulation, increases pain threshold of free nerve ending, provide analgesic effect by increase in 

endorphins. It also inhibits cyclooxygenase enzyme which causes conversion of arachidonic acid into prostaglandin 

which in turn increases the pain transmission by glutamate or substance P. There is also formation of secondary 

dentin by odontoblast due to bio-stimulation.[11]The active ingredient of Novamin is a bioactive glass ,Ca2+ and PO43- 

from Novamin along with mineral ions from saliva are able to form a calcium phosphate (Ca-P) layer onto dentine 

surfaces or into tubules resulting in physical tubule occlusion.[14]The mechanism of action of ACC was explained by 

Kleinberg, who suggested that the combination of arginine and calcium carbonate forms a positively charged 

complex which readily binds to the negatively charged dentine surface and within the dentinal tubules. In addition, 

the alkaline pH of the ACC is sufficient to facilitate the deposition of Ca+2 and PO4ions from saliva and/or dentinal 

fluid to form plugs that seal the open  tubules.Among the test products, Diode laser was the most resistant to acid 

challenge, followed by Novamin and then ACC. This provides evidence of the potential of laser to be used as a 

sustainable tubule occluding agent to relieve DH.[18]SEM investigation was selected for this study because it is a non-

destructive approach for surface analysis. It also provides high-resolution, 3D images and topographical information.  

 

CONCLUSION  

 
In the present study, the tubules treated with the desensitising agents revealed tubule occlusion while most of the 

tubules in the control group were found to be open with some of them occluded with a smear layer. Although, it was 

observed that all the three agents were able to obtain dentine tubule occlusion, there was statistically significant 

difference in the percentage of tubule occlusion in the dentine discs treated by Diode laser compared to the  

toothpastes. 
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Table 1 

Group Mean no. of open tubules Mean no. of occluded tubules % of completely occluded tubules 

Diode laser 

group 
158 147.2 93.16% 

Novamin group 161.4 130.2 80.66% 

ACC group 152.4 99.6 65.42% 

Saline group 150 20.3 13.53% 
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Fig 1: Diode Laser Group Fig 2: Novamin Group 

 
 

Fig 3: Arginine Calcium Carbonate (ACC) Group Fig 4: Saline Group 

 
Fig 5: Evaluation of occlusion of tubules 
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In this article, we examine an M/M/1 Retrial Queue with Recurrent Customers, Non- Persistent 

Customers and Server Vacation. In this model, retrial times, vacation times and all service times are 

assumed to have an exponential distribution. We obtain the probability generating function for the 

number of customers in the system. We also compute the average number of customers in the system. 

Some of the special cases are discussed. To calibrate the model’s stability some numerical examples are 

illustrated. 

 

Keywords: Retrial Queue, Recurrent customers, Non-Persistent Customers, Server vacation and Steady-

state equations.  
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INTRODUCTION 
 

In this paper, an M/M/1 retrial queueing model with recurrent customers, non-persistent Customers and server 

vacation is taken. Retrial queues are characterized by the phenomenon that arriving customers who find the server 

busy join the retrial group (called orbit) to repeat their request for service after some random time. Retrial queuing 

systems have been widely used to model many practical problems in telephone switching systems, 

telecommunication networks, and computers competing to gain service from a central processing unit. For re cent 
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bibliographies on retrial queues, see [1,3,7]. Boxma and Cohen[2] studied an M/G/1queue in which there is a fixed 

number of permanent customers present who rejoin the queue on their completion of service. This system with 

permanent customers in the retrial context  was analzed by Farahmand [8]. Moreno[13] discussed an M/G/1 retrial 

queue with recurrent customers and general retrial times. When a primary customer finds a server busy, the 

customer becomes unsatisfied and may quit the system permanently without receiving service. The retrial queuing 

model with non-persistent customers studied by Krishnamoorthy et al., [12] and Kasturi Ramanath et al., [11]. 

Queues with vacations have been studied extensively in the past: a comprehensive survey can be found in 

Teghem[18] and Doshi[6]. The Organization of the paper is as follows: The model under consideration is described in 

section 2. In section 3, we analyze the model by deriving the system steady state equations. Using the equations the 

probability generating function of queue length are obtained in section 4. In section 5, the operating characteristics 

exhibited. In section 6,  numerical examples are exhibited.  

 

MODEL DESCRIPTION  
 

We consider an M/M/1 retrial queue with transit (also called ordinary) customers and a fixed number K (K ≥ 1) of 

recurrent (also called permanent) customers. After service completion, recurrent customers always return to the 

retrial group and transit customers leave the system forever. Transit customers arrive according to a Poisson process 

with rate λ. If a transit customers finds the server free on his arrival, he occupies the server, otherwise, he enters the 

retrail group with probability γ or leave the system forever with  probability (1-γ),  in accordance with an FCFS 

discipline. We will assume that only the transit customers at the head of the orbit is allowed for access to the server. 

Successive inter-retrial times of any transit customer follow an exponential distribution with rate α. The service times 

for the transit customers are exponentially distributed with rate µ1. 

 

There is a fixed number K of permanent customers in the system. After having received service, recurrent customers 

immediately return to the retrial group in accordance with an FCFS discipline. We will assume that only the 

recurrent customer at the head of orbit is allowed for access to the server. Successive inter-retrial times of any 

recurrent customer follow an exponential distribution with rate . The service times for the recurrent customers are 

exponentially distributed with rate µ2. After each service completion, the next customers to be served is determined 

by a competition between the primary customers retrial time of transit customers and recurrent customers. After 

completion of service there is no transit customers in the orbit the server takes the vacation of random length.  At the 

end of vacation, if the server finds no transit customer in the orbit, he immediately take another vacation and 

continuous in this manner until he finds atleast one transit customer upon return from the vacation. The vacation 

times are exponentially distributed with parameter . The inter arrival times, retrial times, service times and vacation 

times are mutually independent. 

     

MODEL ANALYSIS  

Let O(t) be the number of customers in the orbit at time t and C(t) denotes the server  state at time t. 

C(t) =  

0     if the server is idle  or  free  or   uncopied 
1    if the server is busy with transit customers  

      2    if the server is busy with recurrent customers 
3                  if the server is on vacation  

  

We observe that ,(O(t), C(t)): t ≥ 0} is a continuous Markov chain. 

We define the following limiting probabilities for our subsequent analysis of the  queueing model.  
P0,n = lim

t→∞
{C t = 0,    O t = n},                n ≥ k + 1 

  P1,n = lim
t→∞

{C t = 1,    O t = n},                n ≥ k 

P2,n = lim
t→∞

{C t = 2,    O t = n},                n ≥ k 

P3,n= lim
t→∞

{C t = 3,    O t = n},                n ≥ k 
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The system has the following set of steady state equations: 

 

 λ + α + β P0,n  =  µ
1

P1,n + µ
2

P2,n−1 + θ P3,n  ; n ≥ k + 1                                                            (1) 

 λγ + µ
1
 P1,k      = α P0,k+1                                                                                                    (2) 

 λγ + µ
1
 P1,n  = λP0,n +  λγP1,n−1 + αP0,n+1 ;  n ≥ k + 1                                                                                  (3) 

 λγ + µ
2
 P2,k = βP0,k+1;                                                                                                       (4) 

 λγ + µ
2
 P2,n = βP0,n+1 + λγP2,n−1; n ≥ k + 1                                                                                                    (5) 

λγP3,k  =  qµ
1

P1,k                                                                                                                   (6) 

 λγ + θ P3,n   = λγP3,n−1;  n ≥ k + 1                                                                                                       (7) 

 

4.  PROBABILITY GENERATING FUNCTIONS OF QUEUE LENGTH  

We define the following probability generating functions:   
P0  z =  P0,n zn∞

n =k+1 , P1  z =  P1,n zn∞
n=k   

P2  z =  P2,n zn,∞
n =k  P3  z =  P3,n zn∞

n =k                                                                                                       (8) 

 λ + α + β P0 z =  µ
1

P1 z + µ
2

zP2 z + θP3 z −  λγ + θ P3,k zk                                                           (9) 

 λγ− λγz + µ
1
 P1 z =  λ + α𝑧−1  P0 z                                                                                                            (10) 

 λγ− λγz + µ
2
 P2 z  =  β𝑧−1  P0 z                                                                                                                      (11) 

 λγ− λγz + θ P3 z  =  λγ + θ P3,k zk                                                                                                    (12) 

 

applying (8) into equations (1)-(7), we get 

substituting equations (10), (11) and (12) in (9), we get 

P0 z =
− λγ+θ P3,k zk  λγ−λγz+µ

1
  λγ−λγz+µ

2
 λγ(1−z)

(1−z)𝑧−1 λγ−λγz+θ  
 λ+α +β λγz[λγ 1−z +µ

1
+µ

2
]

− λz+α λγµ
1
−βλγµ

2
𝑧−αµ

1
µ

2

 

                                                (13) 

Substituting (13) in (10), we get  

P1 z =
−(λγ+θ)P3,k zk (λ+αz−1) λγ−λγz+µ

2
 λγ(1−z)

(1−z)𝑧−1 λγ−λγz+θ  
 λ+α +β λγz[λγ 1−z +µ

1
+µ

2
]

− λz+α λγµ
1
−βλγµ

2
𝑧−αµ

1
µ

2

 

                                  (14) 

Substituting (13) in (11), we get  

P2 z =
−(λγ+θ)P3,k zk βz−1 λγ−λγz+µ

1
 λγ(1−z)

(1−z)𝑧−1 λγ−λγz+θ  
 λ+α +β λγz[λγ 1−z +µ

1
+µ

2
]

− λz+α λγµ
1
−βλγµ

2
𝑧−αµ

1
µ

2

 

                                              (15) 

From (12), we get 

P3 z =
− λγ+θ P3,k zk

 λγ−λγz+θ 
                                                                                                                                        (16) 

Let us define P (z) = P0(z) + z(P1(z) + P2(z)) + P3(z) as the probability generating function for number of customers in 

the system irrespective of the server state. 

Substituting equations (13), (14), (15) and (16) in the above equation we get, 

P z = 
 
 
 
 
 
 
 
 
 λ+α +β  λγ−λγz+µ

1
+µ

2
 λγz

−λγµ
1
 λz+α −λγµ

2
β𝑧−αµ

1
µ

2

−λγz[ λγ−λγz  λγ−λγz+µ
1

+µ
2
 

+µ
1

µ
2

+ λγ−λγz  λ+α +β 

+ λz+α µ
2

+βµ
1

]

 
 
 
 
 
 
 
 

 λγ−λγz+θ  

 λ+α +β λγz [λγ 1−z 

+µ
1

+µ
2

]− λz+α λγµ
1

−βλγµ
2
𝑧−αµ

1
µ

2

 

 λγ + θ P3,k                                                                                                    (17) 
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Applying the normalizing condition P(1) =1, in equation (17), we get 

P3,k =  
1

1+
λγ

θ

  
1

1+
λγ

α

  1−
λγ

µ
1

 1 +
λ

α
+

βµ
1

αµ
2

                                                                                                           (18) 

Which implies that the utilisation factor is ρ =
λγ

µ
1

 1 +
λ

α
+

βµ
1

αµ
2

  and the steady state condition is therefore 

λγ

µ
1

 1 +
λ

α
+

βµ
1

αµ
2

 ≤ 1                                                                                                                                   (19) 

 

Particular cases 

1. If  θ→∞ then the present model will be remodeled as an M/M/1 retrial queue with recurrent customers and non-

persistent customers. 

2.  If  θ → ∞  and θ → ∞  , then the present model will be remodeled as an M/M/1 queue with recurrent customers 

and non-persistent customers. 

3. If  θ → ∞   and θ → ∞   and k=0 then the present model will be remodeled as an M/M/1 queue with non-persistent 

customers. 

4.  If k=0, then the present model will be remodeled as an M/M/1 retrial queue with non-persistent customers and 

server vacation.  

5.  If k=0, =1, γ=1, and θ →  ∞, then the present model will be remodeled as an M/M/1 retrial queue. 

   

OPERATING CHARACTERISTICS 

 

Let Ls denote the mean number of customers in the system. 

The Probability generating function for the number of customers in the system is  

P z =
N z 

D z 
 λγ + θ P3,k  

𝑁 z =

 
 
 
 
 
 
 
 
 λ + α + β  λγ− λγz + µ

1
+ µ

2
 λγz

−λγµ
1
 λz + α − λγµ

2
β𝑧 − αµ

1
µ

2

−λγz[ λγ − λγz  λγ− λγz + µ
1

+ µ
2
 

+µ
1
µ

2
+  λγ− λγz  λ + α + β 

+ λz + α µ
2

+ βµ
1

]

 
 
 
 
 
 
 
 

 

D z =  λγ −λγz + θ  

 λ + α + β λγz[λγ 1 − z 

+µ
1

+ µ
2

]−  λz + α λγµ
1

−βλγµ
2
𝑧 − αµ

1
µ

2

  

P3,k =  
1

1 +
λγ

θ

  
1

1 +
λγ

α

  1−
λγ

µ
1

 1 +
λ

α
+

βµ
1

αµ
2

   

Differentiating with respect to z 

P′ z =
D z N′ z −D′ z N(z)

 D(z) 2
 λγ + θ P3,k  

𝑁 z =

 
 
 
 
 
 
 
 
 λ + α + β  λγ− λγz + µ

1
+ µ

2
 λγz

−λγµ
1
 λz + α − λγµ

2
β𝑧 − αµ

1
µ

2

−λγz[ λγ − λγz  λγ− λγz + µ
1

+ µ
2
 

+µ
1
µ

2
+  λγ− λγz  λ + α + β 

+ λz + α µ
2

+ βµ
1

]
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NUMERICAL RESULTS 

The curved graph constructed in Figure 2 and the values tabulated in the Table 1 are obtained by setting the fixed 

values µ1=1,  α = 1, β=0.3, k=1, θ=1, =0.1,= 0.1, t = 0.3 and varying the values of λ from 1 to 2 incremented with 0.2 and 

extending the values of μ2 from 1.5 to 1.9 in steps of 0.2. We observed that as λ rises Ls also rises which shows the 

stability of the model. 
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The curved graph constructed in Figure 3 and the values tabulated in the Table 2 are obtained by setting the fixed 

values μ1 =1, μ2=1.5, α = 1, k=1, θ=1, =0.1 , = 0.1,  t = 0.3 and varying the values of λ from 1 to 2 incremented with 0.2 

and extending the values of β from 0.3 to 0.9 in steps of 0.3. We observed that as λ rises Ls also rises which shows the 

stability of the model.   

 

The curved graph constructed in Figure 4 and the values tabulated in the Table 3 are obtained by setting the fixed 

values μ1 =1, μ2=1.5, β=0.3, k=1, θ=1, =0.1 , = 0.1, t = 0.3 and varying the values of  λ from 1 to 2 incremented with 0.2 

and extending the values of α from 1 to 2 in steps of 0.5. We observed that as λ rises Ls also rises which shows the 

stability of the model.   

 

The curved graph constructed in Figure 5 and the values tabulated in the Table 4 are obtained by setting the fixed 

µ2=1.5,  α = 1, β=0.3, k=1, θ=1, =0.1,   = 0.1,  t = 0.3 and varying the values of λ from 1 to 2 incremented with 0.2 and 

extending the values of μ1 from 3 to 7 in steps of 2. We observed that as λ rises Ls also rises which shows the stability 

of the model. 

 

CONCLUSION  
 

In this paper, An M/M/1 retrial queue with recurrent customers, non-persistent customers and server vacation is 

evaluated. We obtained the PGF for the number of customers and the mean number of customers in the system. We 

also   derived the performance measures. We obtained some particular cases. We illustrate some numerical results. 
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Table 1: Ls with turn over of λ 

Λ µ2=1.5 µ2=1.7 µ2=1.9 

1.0 4.8143 4.5814 4.3986 

1.2 5.6674 5.3903 5.1731 

1.4 6.7691 6.4321 6.1687 

1.6 8.2758 7.8518 7.5214 

1.8 10.4975 9.9345 9.4977 

2.0 14.1457 13.3292 12.7003 

 

Table 2: Ls with turn over of λ 

λ β =0.3 β =0.6 β =0.9 

1.0 4.5498 5.2590 6.0084 

1.2 5.3249 6.1555 7.0471 

1.4 6.3425 7.3602 8.4776 

1.6 7.7599 9.0859 10.5880 

1.8 9.8873 11.7744 14.0149 

2.0 13.4373 16.5236 20.4972 

 

Table 3: Ls with turn over of λ 

λ α  = 1 α = 1.5 α = 2 

1.0 4.8143 3.7425 3.2430 

1.2 5.6674 4.2438 3.6044 

1.4 6.7691 4.8442 4.0226 

1.6 8.2758 5.5873 4.5179 

1.8 10.4975 6.5434 5.1202 

2.0 14.1457 7.8339 5.8759 

 

Table 4: Ls with turn over of λ 

λ µ1= 3 µ1 = 5 µ1= 7 

1.0 2.2870 1.9132 1.7596 

1.2 2.4745 2.0379 1.8611 

1.4 2.6660 2.1541 1.9503 

1.6 2.8665 2.2635 2.0284 

1.8 3.0823 2.3684 2.0964 

2.0 3.2198 2.4712 2.1559 
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Figure 1: Transition state diagram of the model. 
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Alienation is an emotional isolation, which forms the subject of many psychological, sociological, literary 

and philosophical studies. Alienation arises as innate significance of existential dilemma both in intrinsic 

and extrinsic terms. The alienated protagonists struggle to face displacement in Rohinton Mistry’s short 

story Lend me Your Light. Alienation in its diverse forms has been dealt with in the existentialistic 

literature. Alienation is the consequence of loss of identity. The displacement and search for identity is a 

prominent theme in modern fiction. The postcolonial term Hybridity displays a combination of two or 

more cultures and the culturally hybrid person is supposed to live with a new community. Mistry’s 

characters are alienated from native and also live in different culture of Hybridization. The aim of the 

paper is to analyse the alienation and Hybridization in Mistry’s Short Story Lend me Your Light. 
 

Keywords: Alienation, isolation, existential dilemma, displacement, Hybridity 

 

INTRODUCTION 

 

Mistry starts the story ‚Lend me your Light‛ with an epigraph from Rabindranath Tagore’s Gitanjali. ‚Lend me your 

Light‛ is a story of alienation and displacement. Tagore’s verse analyses the diasporic writers’ sense of guilt for 

leaving their homeland. Main characters of this story are Jamshed, Percy and Kersi. Kersi tries to cope with 

migration and his responses varies from the experience as "destructive, agonizing, and painful" (Frank: 18-19) to the 
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experience of migration.  Rohinton Mistry has incorporated various themes such as loneliness, immigrant life, 

cultural encounter, identity crisis, tradition and modernity, etc. ‚Lend me your Light‛ describes the mental agony of 

characters during immigration. Jamshed, Percy and his brother Kersi are intimate friends. Jamshed goes to the 

United States and Kersi to Canada. Life in different countries changes the attitudes of characters towards cultural 

differences. Sten P. Moslund says, 

 

It seems that we are witnessing a massive international and transnational defeat of gravity, an immense 

uprooting of origin and belonging, an immense displacement of borders, with all the clashes, meetings, *<+ 

reshaping the cultural landscapes of the world's countries and cities (2). 

 

 Confusion arises in characters whether the new identity can be accepted or rejected to lead a life in a diaspora 

situation. Vinoth. M. says, ‚Relationship in life matters and means a lot for every individual in a family, society and 

cultural group. When we explore a relationship that gives meaning to our life, helps us to elevate and encourage us 

to do things that we cannot do is ‚Mentorship‛ (2022). Ajay Hebles descries, ‚ Jamshad who scornful of his native 

India, leaves for the Promised hand of America, and Percy, who adamantly stays in India to help villagers in their 

fight against exploitation, the story finds its focus in Kersi, the narrator, who comes to represent the struggle between 

the two extreme positions‛ (20). Jamshed thinks that India is full of corruption and crime. As he is unable to get a 

better position in India, he migrates to the United States. He feels that ‚Ghatis‛ 179 (TFB 176) a member of lower 

caste in India, get preference in India. He Says, ‚In particular version of reality we inherited, ghatis were always 

flooding places, they never just went there. Ghatis were flooding the banks, desecrating the sanctity of institutions, 

and taking up all the covered jobs. Ghati is even flooding the colleges and Universities, a thing unheard of whenever 

you turned, the bloody Ghatis were flooding the place‛ (TFB 176).  

 

Jamshed ‚the young Parsi male striving for happiness and individual liberation (moksha) through 

emigration to North America‛ (Somacarrea-Inigo 80). He adapts in multicultural America where money enables him 

to assimilate to capitalist America. Nilufer E. Bharucha describes the Parsees as ‚an assimilative people who have 

over the centuries perfected the difficult art of being both global and local at one and at the same time something that 

the rest of the world is beginning to talk about only recently‛ (42).  

 

Similarly in Amitav Ghosh’s The Shadow Lines Ila, the narrator’s cousin ignores her Indianness and wants to get 

adapted into the host country. Percy does not prefer to move to foreign countries instead he commits himself to 

challenging social injustice in India. He believes that corruption and crime can be removed. He practices solidarity 

towards his fellow human beings. For Jamshed, capitalism overrides ethnic as well as caste differences in America. 

Percy lives in India and works towards improving the social status within India. These two characters, Jamshed and 

Percy want to erase differences in their lives but they design their way of living differently. For Jamshed money and 

capitalism constitutes sameness, but for Percy humanity is the central bond between individuals. Mistry emphasizes 

the value of humanity which is very essential for every individual. Jamshed and Percy arise for two extreme points 

of view concerning their concept of migration. Kersi relinquishes his dream to return to his homeland and stays as a 

young writer. He holds his emotions that is mentally and physically for home land and foreign. His literary work 

occupies the between native and foreign.   He observes life in a dual perspective of double identity in culture, loyalty 

and even language. Jamshed persistently values the quality of the West so finds imperfection with his homeland.  

Kersi feels guilt for leaving his homeland and struggles to hold the contradictions of his own cultural hybridity. This 

cultural hybridity and the distorting of the boundaries of ethnic and religious identity are realities of minority 

existence and being a Parsi. The story depicts an everlasting struggle between community identity and dissolution of 

boundaries. The coping process of self-examination and personal adaptation takes its own ground on the basis of an 

identity that results from the interaction of memory and present experience, leading to an uncertain consciousness. 

Mistry expertly reveals the anxiety arising among Parsi individuals both in Indian society, where they are often 

excluded by the predominant Hindu and Muslim populations, and in Western nations.  Mistry’s character Kersi runs 

behind rats with his cricket bat in ‚One Sunday‛, and he plucks white hairs from his father’s head in ‚Of White 

Hairs and Cricket‛, he migrates to Canada in ‚Lend me your Light‛. He is caught between two worlds Bombay 
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which he left and Canada which he adopted. Kersi’s migration results in alienation and he has a guilty feeling 

towards the culture he left in Bombay. He makes an effort to recover the culture he has left in Bombay. Lakshmi, G. 

Saratha says, ‚Accepting changes in life can be scary in the beginning but allowing the fear to stop you 

growing,evolving and progressing is all the more devastating‛(2021). 

 

Mistry shows that Kersi finds it difficult to adapt himself to the new environment. He brings the intertextual 

reference to Greek Mythology by taking recourse to TS Eliot’s, The Waste Land, section III. Kersi suffers from 

conjunctivitis (eye disease) like the blind seer Tiresias in mythological character. He says, ‚I, Tiresias, blind and 

throbbing between two lives, the one in Bombay and the one to come in Toronto‛ (180 TFB). Mythological character 

Tiresias is a man of the in-between, the world and underworld who has received the gift of prophecy as 

compensation for the blindness. He is a man of both sexes as well as moving between the world and the underworld. 

God endows him the ability to see the future. In the waste land, Tiresias, speaks, ‚I, Tiresias, though blind, throbbing 

between two lives, old man with wrinkled female breasts, can see the violent hour, the evening hour that strives 

home ward, and brings the sailor home from sea, III western‛ (29).  

 

According to C.P. Ravichandra, Kersi on the other hand, merely suffers from his hybridity in the mundane, post 

religious sphere of the diaspora. He cannot make out the sailor coming home i.e. Ulysses, whom Tiresias in eliot’s 

poem speaks of, for he himself is on an odyssey, ie. Sentenced to wander the earth in search of a home Kersi’s failure 

to perceive the sailor is a failure to evaluate his situation in Canada as someone who is essentially homeless (20). 181 

Kersi’s comparison to Tiresias shows his failure, and he suffers from his hybridity in the diaspora situation.  

Mistry’s Lend me Your Light is related to Nathaniel Hawthorne American novelist and short story writer, whose works 

are the theme of alienation. Alienation is emotional isolation or dissociation from others. In Hawthorne's novels and 

short stories, characters are consistently alienated and experience isolation from society like Mistry’s character Kersi. He 

is isolated from their loved ones both physically and psychologically. Vadivu N. states, ‚Terrible sense of desolation 

influences the psychological condition of a person who has to face the situation with hope‛ (2021). 

 

Mistry highlights the common man’s issues such as family and ethical values, diasporic consciousness in his stories. 

He wishes to preserve the culture and tradition of Parsi. He brings out the immigrant’s nostalgia and alienation of 

Parsis in India. He makes an emphatic claim for a balanced attitude towards identity construction in multicultural 

Canada. The hues and cries of human life are shown without any paradoxes in these short stories. All these stories 

address the social issues and dilemmas faced by individuals. The short story collection deals with entirely different 

thematic perceptions highlighting the modern issues and trends of Indian mindset and differs a lot from his novels.  

Beena Kamlani says about Mistry’s works, "I had never met such people in fiction before. How was it possible that 

now that world, a world I had come to see as lost, or at least gone from me, was here now, mine to savor, to 

remember and to treasure?"( 2013).  

 

Mistry’s writings are ‚concerned with the politics of migrancy and with the tension between the migrant's 

geographical distance from India and his continuing political responsibility towards that nation‛ (Herbert 32). 

Mistry’s light imagery in this story does not only allude to Jameshed’s moral darkness juxtaposed to Percy’s qualities 

as light brings but also to highlight its concern with vision and seeing. Mistry’s characters renew the past and try to 

recreate the lost identities by a deep perception of an "in between-space", the experience of hybridization. Mistry 

points out that the title ‚Lend Me Your Light '' is not only a demand for humanism and solidarity but also a will to 

truth. Mistry conveys that though the Parsis feel the sense of racial discrimination, but they are proud of India and 

their ethnic identity.  
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Herbal medicine has grown in relevance on a global scale for both medical and financial reasons. The use 

of herbal medications has grown, but in both industrialized and developing nations, there are significant 

questions about their efficacy, safety, and quality. Patients are becoming more compliant with herbal 

medicines because they don't have the usual adverse effects of allopathic medications. The goal of the 

current study is to create and assess a herbal gel that contains leaf extract from Tridax. Carbapol 940, 

propylene glycol, methyl and propyl parabens, Tridax procumbens leaf extract, and the necessary quantity 

of distilled water were used to create the gel formulation. Tri-ethanolamine was added drop by drop to 

maintain the pH of the skin. The formulations' physicochemical characteristics, such as pH, spreadibility, 

and viscosity, were ascertained. Given that allopathic treatments have adverse effects, herbal remedies 

are thought to be safer than allopathic ones. Preparing the extract and their formulations for improved 

absorption and penetration of the active moiety into the systemic circulation is one strategy for ensuring 

its life. 

Keywords:Tridaxprocumbens, leaf extract, guargum, hydrogel.  

 

INTRODUCTION 

 

: Since the beginning of time, medicinal plants have been a key source of cures for illnesses affecting humans. It is 

understandable that 1.42 billion people, or one-fourth of the world's population, rely on traditional medicine to treat 

a variety of illnesses. Eco-friendly and bio friendly plant-based products have received a lot of attention lately as 

potential treatments and preventative measures for many human illnesses [1]. It is known that the majority of people 
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on the planet have used traditional medicine, especially plant-based medicines, for their primary medical needs.1 

Indian flora contains a wide range of plants with therapeutic qualities. These plants can be used to discover efficient 

substitutes for manufactured medications. Plants are essential for treating a wide range of human illnesses, and 

because herbal therapies don't have the common side effects. There are two traditional lines of treatment for 

rheumatoid arthritis in the allopathic medical system, both of which have drawbacks [1]. Therefore, using tried-and-

true Ayurvedic herbal medication compositions would be the better course of action [2]. Therefore, research into 

these medications and their efficient formulation is necessary for improved patient acceptance [4,5,6,7,8] Herbal-

based remedies have long been used in India to treat and cure a wide range of illnesses. Additionally, a wide range 

of prescriptions for medical conditions like wound healing, inflammation, skin infections, leprosy, diarrhea, scabies, 

venereal illness, ulcers, snake bites, etc. are included in Indian folk medicine. For a variety of skin conditions, about 

80% of the world's population still uses traditional medicine [29]. Herbal remedies for wound care include 

debridement, disinfecting, and creating a moist atmosphere to promote the creation of an environment that is 

conducive to the body's natural healing process. One of the top research topics in the world is the study of medicinal 

plants. The application of topical antibiotic therapy is a crucial approach to wound care.30 Medicinal herbs have been 

utilized extensively and with great success to promote wound healing in folk medicine.9 This has spurred numerous 

studies that seek to confirm the assertions and identify probable mechanisms explaining these herbs' ability for 

promoting wound healing and eradicating infections [31]. Transdermal medication delivery is the term used to 

describe the administration of drugs through the skin in order to create a systemic impact. Transdermal drug 

delivery systems (TDDS) offer a way to maintain medication release while lowering the dosage and thereby lowering 

the negative effects of oral therapy [10]. Semisolids come in a variety of dose forms, each with special qualities. 

 

MATERIAL AND METHODS 
 

Method of extraction: Decoction method was used for extraction [15]. 

  1) Wash the leaves with water to remove dust and soil particles. 

 2) Leaves were boiled in water for 15 min, then cooling, straining and passing through filter paper to produce the 

required volume 

Method for preparation of hydrogels [15-16]: For the preparation of hydrogel weight 0.3 gmgaur gum in beaker, 

then add 3 gm of glycerin for avoid lumping stir it and mix well, add 45ml of demineralized water and mix. Gel like 

appearance was obtained then add 7.5 ml of 4% borax solution in to the gel. Keep the solution 1 hr. undisturbed 

condition for formation of cross linking hydrogel. 

 

Evaluation test [17,18,19,21] 

A) Homogeneity: Once the gels had been added in the container, their appearance and the presence of any 

aggregates were visually inspected to test for homogeneity.  

B) pH measurement 

A digital pH meter was used to measure the pH of several gel formulations. After precisely weighing 2.5 gm of gel, it 

was mixed with 25 ml of distilled water and kept for two hours. Three separate measurements of each formulation's 

pH were made, and the average results are shown. Using a pH meter, the dispersions' pH was determined  

C) Spreadibility: Concentric circles of different radius were drawn on graph paper and a glass plate was fixed onto 

it. 5gms of gel was placed on the center of the lower plate. Another glass plate of 100±5 gm was placed gently on the 

gel and the spread diameter was recorded after 1 minute of each addition  

D) Sensitivity test: Ten healthy male and female volunteers underwent a skin irritancy test. 100 mg of gel was 

administered over a 2 cm region, and any lesions or irritation/redness were checked for.  

E) Antimicrobial study (Zone of inhibition): The antibacterial activity of Tridax procumben from its different gel 

formulations. The antibacterial activity was determined by measuring the zone of inhibition.  
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RESULTS AND DISCUSSION 

Characterization of polymer: [22,23,24,25] Colour and appearance: Colour and appearance of the polymer is checked 

and is as mentioned below in table. 

 

Physico-chemical evaluation of Tridex procumbens leaf [26] Different Physico-chemical evaluation tests of Tridex 

procumbens leaf extract were done and results of the tests are as mentioned below in table 

  

Preliminary phyto-chemical screening [25,26,27] Different preliminary phyto-chemical screening tests are done and 

results of the tests are as mentioned below in table 

 

Evaluation of Hydrogel Formulation [28,29,20] 

Physical Evaluation: The formulation showed good homogeneity with absence of lumps and grittiness. 

pH Determination: [21]:  pH of formulation = 6.7 

The pH of the formulation is 6.7 which is considered as acceptable to avoid the risk of irritation upon application to 

the skin. 

 

Spread ability: Table no. 5: Spread ability test of hydrogel 

 

Skin irritation: Formulation passed the skin irritation test when applied to the volunteers. 

Antimicrobial study: Zone of inhibition [30, 31] Antibacterial activity was determined by measuring the zone of 

inhibition. The result from the formulation was satisfactory and the greatest activity was observed in formulation.  

The range of zone of inhibition for the staphylococcus aureus bacteria is 23 and the Escherichia coli bacteria is 31. 

 

CONCLUSION  
 

It was found that Tridax procumben gel formulations containing gelling agents, like guar gum, have adequate 

antifungal, physicochemical, and rheological properties. All of the generated gel's Colour, homogeneity, consistency, 

spreadibility, and pH value were found to be satisfactory. The following parameters were verified to be within the 

acceptable limits and produced positive results. It is feasible to draw the conclusion that the formulation showed 

enhanced drug release research outcomes in terms of spreadibility, uniformity, and homogeneity. Promising 

antibacterial effectiveness against E. coli was demonstrated by the gel. Therefore, the generated mixture was thought 

to have the potential to be used as a topical treatment for bacterial infections of the skin. Delivery needs to be 

improved continuously, not just for hydrophobic substances but also for more sensitive molecules like proteins, 

antibodies, or nucleic acids, which are damaged by interactions with the hydrogel delivery vehicle. If these problems 

could be resolved, there would be a significant rise in the possibility for hydrogel-based drug delivery to properly 

distribute next-generation drugs at the appropriate rate and location throughout the body. 
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Table 1. Method for preparation of hydrogels 

Sr. no. Name of ingredients Qty. Uses 

1 Tridaxprocumbens extract 1 gm Antimicrobial agent, natural wound healer 

2 Gaur gum 0.3 gm Suspending agent, Binding agent, Emulsifying agent 

3 Glycerol 3 gm Prevent the lump formation 

4 4 % Borax solution 7.5 ml Cross linking agent, buffering agent 

5 Water q.s. Solvent 

 

Table 2: Colour and appearance of polymers 

Test Result 

Colour White 

Appearance Powder 

 

Table no.3: Physico-chemical evaluation of Tridex procumbens leaf  

Sr. no. Test Result    

1 Description Green    

2 Determination of moisture 0.3 mg    

3 Total ash value 11%    

4 Acid insoluble ash value 3.8%    

5 Water insoluble ash value 2.9%    

 
Table 4. Preliminary phyto-chemical screening 

Sr. No. Test Result 

1 Tests for carbohydrates (+)ve 

2 Test for steroid (+)ve 

3 Test for alkaloids (+)ve 

4 Test for saponins (+)ve 

5 Test for flavonoids (+)ve 

6 Test for Tannins and Phenolic compounds (+)ve 

 

Table no. 5: Spread ability test of hydrogel 

Sr. no. Initial diameter Diameter after spreading 

1 0.7cm 4.4cm 

2 0.6cm 4.9cm 

3 0.8cm 4.8cm 

 Mean 4.7cm 
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Table 6. The range of zone of inhibition for the staphylococcus aureusbacteria is 23 and the Escherichia 

colibacteria is 31. 

Sample ID Conc.Of stock slolution Zone of inhibition  (mm)  

  Staphylococcus aureus Escherichia coli 

R1 50mg/ml 23 31 

Std. 0.5mg/ml 46 38 

 

 

 
 

Fig no 1: Spreadability test Fig No 2. Skin irritation test 

 

 
Fig. 3. Antibacterial activity (Escherichia coli) Fig. 9. antibacterial activity 

( Staphylococcus aureus) 
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Microplastics (MPs) (< 5 mm) accumulate in the ocean as a result of the mechanical, thermal, and 

biological degradation of dumped plastics, causing an alarming rise in marine pollution. Marine 

organisms unintentionally consume these plastics, either directly or through the food chain. In this 

investigation, MPs and heavy metals were found in frequently consumed Mackerel tuna (Euthynnus 

affinis) that was harvested from the fish market at Edward Elliot's Beach on the southeast coast of the Bay 

of Bengal. An alkaline KOH digestion was used to discover MPs in the muscle tissue of 100 tuna fish. A 

total of 55 fish had MPs detected in their bodies, wherein 530 particles have been separated, with an 

average of 9.6±0.6 MPs per fish. Two different morphology of MPs were recovered from the fish with the 

fragments dominating in abundance than fibres which belong to the category of Nylon (Polyamide) 

polymers. Numerous heavy metals that are adherent to the MPs have been detected by XRD (X-ray 

diffractometer), which affirmed the presence of Cd, Hg, Ba and Te. Values <1 obtained in the Hazard 

Index (HI) and Carcinogenic Risk (CR) show that consuming Mackerel tuna does not cause any 

carcinogenic and non-carcinogenic risk to the consumers. 
 

Keywords: Microplastics, Heavy metals, Fish, Bay of Bengal, Polymers. 
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INTRODUCTION 

 

Massive amounts of plastic garbage have been produced due to the world's population growth [1]. Ineffective 

disposal techniques cause these plastics to enter the ocean which results in marine plastic pollution [2]. The natural 

weathering and breakdown of big plastic trash produces microscopic plastic particles called microplastics (MPs), 

which are less than 5 mm in diameter into the environment [3, 4].Plastics collect a wide range of environmental 

toxins when they are discharged into the environment. Recent investigations have demonstrated that MPs have a 

propensity towards heavy metals, which are omni present contaminants in the marine ecosystem. Numerous heavy 

metals are included in the MPs matrix of polymers as chemical by-products or operational additions[5]. It has been 

documented that these metals bio accumulate on MPs in both terrestrial and aquatic habitats [6].The MPs found 

across the North Atlantic subtropical gyre to the beaches of Western Europe encompassed heavy metals 

[7,8].Therefore, MPs provide a pathway for environmental heavy metals to infiltrate living things. In addition to 

aquatic creatures, human beings are also susceptible tobioaccumulating these toxic metals [9].The amount of metals 

and MPs found inside the edible parts of benthic and pelagic fish species was extensively studied by researchers near 

the northeast Persian Gulf. Groupers had the most elevated quantities of Se, Ni, Zn, and Cr, whereas barracudas had 

greater proportions of As, Fe, V, and Hg [10].In a study, it has been proven that Zn, Cu, Mn, Cr, Fe, and Hg are 

present in polymers, such as polyethylene, polyamide, and polypropylene [11]. Thus, consuming MPs via fish allots 

a route for the entry of metals into living things [9].  The current study offers novel details about the existence of MPs 

along with heavy metals in the edible tissue taken from Mackerel tuna (Euthynnus affinis)netted from the Bay of 

Bengal. 

 

MATERIALS AND METHODS 
 

The sample was taken at Edward Elliot's beach, with latitudes 12.999529 oN and longitude 80.272411o E situated 

along the Bay of Bengal. This location features a lengthy strip of outlets with a wide selection of food and beverage 

choices, as well as tourist activities in proximity to the ocean which contributes to huge dumping of plastic wastes 

near the seashore. In December 2023, 100 fresh fish of Euthynnus affinis were gathered from fish market vendors 

along the shoreline. The fish were carried to the lab in cold packaging filled with ice. To prevent samples from 

deteriorating, all laboratory samples are kept in deep freezers at -20oC. The samples were thawed, photographed and 

their characteristic features were recorded (Fig.1).To concentrate only on the edible part of the muscles, the fish were 

eviscerated and the other parts were discarded. After homogenizing 10 g of muscle with a motor and pestle, the 

muscle is dissolved in 200 ml of 20% (w/v) KOH. The samples are incubated inside the immersion bath at 60oC for 

42–48 hours. The resulting solution was filtered using 180 mm diameter Whatman Quantitative filter paper, Grade 

589/3, which has pores with a size of less than 2μm and a thickness of 160μm [12]. 

 

Analysis of MPs and Heavy metals 

Under a 200x binocular microscope magnification, MPs in the filter paper were visually distinguished and 

recognized by taking into account their physical attributes, including form, colour, size, and texture.[13].To 

determine the composition of the polymer, the separated MPs were further subjected to Fourier transform infrared 

spectroscopy with attenuated total reflectance (FTIR-ATR) analysis. Heavy metals accumulated within the confines 

of the same MPs are then analysed using an X-ray diffractometer (XRD) [14]. 

 

Human health risk assessment 

The average quantity of metal discovered in the muscle tissue of fish is estimated, and the daily consumption of 50 g 

and 100g of fish for children and adults has been taken into consideration for calculating toxic metal exposure [15]. 

The following formulas were used to calculate Estimated Daily Intake (EDI), Target Hazard Quotient (THQ), Hazard 

index (HI), and Carcinogenic risk (CR). 
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Where, BW is the body weight, presuming 60 kg for adults and 15 kg for children inhabitants, C indicates the 

amount of metal in mg/kg and FIR representsfood intake rate (g/person/day) [15].The fish intake rate per day, 

measured on a wet weight basis, was 59.91 g for adults and 52.9 g for children [16]. 

   

 

 

 

Where,EFr is the exposure frequency (365 days/year), ED is the exposure duration (70 years), RfD is the reference 

dose of the metal and AT is the average time for non-carcinogens (365 days/year× number of exposure years) [17]. 

Individuals exposed to HI levels > 1 may be at substantial risk of developing various diseases (non-carcinogenic), 

whereas < 1 imply no danger at all [18]. 

 

 

 

 

Where, CSfo(mg/kg/day) is used to quantify the oral carcinogenic potency slopes factor of a certain carcinogen 

(USEPA, 2011) [19].   

 

RESULTS 
 

In a total of 100 fish, 53 males and 47 females were segregated separately. The fish was measured to have a mean 

length of 11 ± 2 cm and a mean forked length of 9.5 ± 0.5 cm. Each fish weighed approximately 380 ± 20 g, with an 

average Gastro-Intestinal Tract weight of 0.009 ± 0.005 g. The fish is renowned for its widespread shoaling behaviour 

in the pelagic niche of the ocean and for being an intense carnivore. MPs from the ocean can reach Euthynnus affinis 

by unintentional direct consumption or indirectly via the food chain as it has wide gastronomic variability [20].The 

MPs would have accumulated in the muscles after translocating through the circulation from the GIT [21].It was 

found that 55 out of 100 fish (55%) had MPs in their muscles, which accounted for over 530 particles that were 

detected. Each fish had a maximum of 9.6 ± 0.6 particles with a density of 0.85-0.99 cm-3, isolated from the edible part. 

Two different morphologies of MPs like fragments and fibres with varying percentages were obtained from the filter 

paper (Fig.2). Fragments (62.26%) were found to be prevalent among the MPs gathered (Fig.3 A, B), with 

yellow(36.79%) and Black (25.47%)colour variances and fibres (Fig.3 C) appeared in a lower percentage (37.74%), 

with blue fibres (19.82%) and red fibres (17.92%) accounting for the smallest ranges of MPs in the sample.  

 

Following the MPs picture collection, Fourier transform infrared spectroscopy with attenuated total reflectance 

(FTIR-ATR Model: JASCO FT/IR-4X) was used to evaluate the probable particles. The distinct polymer in the 

separated plastic particles was identified as Polyamide by the peaks that emerged in the infrared spectra acquired 

between 600 cm −1 and 3000 cm −1 (Fig.4). The peaks occurred at different wave numbers such as 691.4 cm −1, 1030.6 

cm −1,1459.3 cm −1, 1559.9 cm −1,  2851.4 cm −1depicts C=O bend, C-O stretching, CH2bending, N-H bending and C-H 

stretching, which confirmed the presence of Polyamide polymer, which is classified as nylon [22,23]. Peaks from X-

ray diffractometer (XRD- SMARTLAB 9 KW, RIKAGU, JAPAN) with two theta values of 22.73 (111), 27.81 (211), and 

33.8 (211) verified the presence of cadmium (Cd), mercury (Hg), and barium (Ba) (Fig.5). On MPs, a trace amount of 

the uncommon element tellurium is also detected, with two theta values of 29.343 (001) [24].The enormously found 

MPs, like fragments, had higher concentrations of heavy metals (84%) which indicates that the interaction between 

their vast surface area and heavy metals is sufficient to transport them in large quantities. In contrast, fibres revealed 

a smaller amount (16%) of the heavy metals that were identified. Therefore, van der Waal forces, electrostatic 

interactions, physical and chemical adsorption may all have an impact on MPs' ability to transmit heavy metals 

through their vector effect. Heavy metal content in MPs confirms that they are the ideal carrier for transporting 

heavy metals via the adsorption process.  

 

THQ=   [(Efr× ED × FIR × C) / RfD × BW × AT)] × 10 
-3

 

 
HI= ΣTHQs 

TR= [(Efr× ED × FIR × C × CSfO)/ (BW × AT)] × 10 
-3

 

Yasmeen Ali Rafi et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75880 

 

   

 

 

Evaluation of carcinogenic and non-carcinogenic risk 

Utilizing EDI, THQ, HI, and CR values, the possible risk to consumer’s health caused by heavy metals in the 

consumable muscle sections of the studied species was evaluated (Table 1). The EDI values were found to be lower 

than the FAO/WHO and USEPA's acceptable range for adults and children who consume a fish meal of 100 and 50 g 

per day.As a result, neither adults nor children were at possibility for health problems from it.THQ readings were 

found to be less than one, which did not represent a health risk to consumers. For adults, HI values were found to be 

0.4493 mg/kg, and for Children, it is 0.9826 mg/kg, which is also <1,signifying non-carcinogenic risk to the people. 

The results show that the Mean CR values for adults and children were 0.0001707 and 0.000150, less than 1, 

indicating that one -three meals/week does not increase the risk of cancer in the future. 

 

CONCLUSION AND DISCUSSION 
 

The current investigation confirmed that the edible portion of Euthynnus affinis, which was collected from Besant 

Nagar Beach consisted of heavy metals adhered to MPs. In muscle tissue, MPs were present in the following order of 

occurrence: Yellow fragment > Black fragment> Blue fibre> Red fibre. Numerous studies have indicated that MPs 

serve as an ideal channel for carrying different heavy metals. This was confirmed through XRD analysis, which 

showed that tellurium (Te), barium (Ba), mercury (Hg), and cadmium (Cd) were all present in the polyamide 

polymer. There were different concentrations of these heavy metals on MPs: Te (0.02 mg/kg), Ba (0.58 mg/kg), Hg 

(0.03 mg/kg), and Cd (0.45 mg/kg).Compared to fibres, fragments exhibited a higher quantity of heavy metals on 

their surface. Therefore, it is clear from this work that heavy metals are adsorbed on the MPs' and that is facilitated 

by the fragments' large surface area. Additionally, the potential health risks associated with ingesting this fish were 

also evaluated where, the HI and CR values suggested that the intake of Euthynnus affinis is non-carcinogenic in 

detected levels. To reduce the pollution caused by plastics, one of the key study areas is understanding the number, 

dispersion, and conduct of MPs in the marine realm. Examining how MPs and heavy metals interact inside marine 

creatures' organ systems and how this affects metabolism is a crucial subject, which needs intense investigation. 

Long-term, comparative monitoring studies that assess how MPs and heavy metals affect different organisms across 

a range of habitats also need to be conducted.  
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Table 1: Types and Concentration of Heavy Metals With Edi, RFD, and THQ Values. 

S.No 
Type of heavy 

metal 

Concentration of 

heavy metal 

(mg/kg) of sample 

Estimated Daily 

Intake (EDI) (mg/kg) 

Reference Dose of 

metal (RfD) (mg/kg) 

Total Hazard 

Quotient 

(THQ) 

(mg/kg) 

 

1 

 

Cadmium 

(Cd) 

 

0.45 

 

Adult-      0.00449 

 
 

1× 10 -3 

0.4493 

Children-0.01587 0.5871 
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2 
 

Mercury (Hg) 

 

0.03 

Adult-   0.00059 

 
 

3× 10 -4 

0.0998 

 Children-0.00105 0.3522 

 

3 

 

Barium (Ba) 

 

0.58 

Adult-     0.00579 

 
 

7× 10 -2 

0.0082 

Children-0.02045 0.0292 

 

4 

 

Tellurium (Te) 

 

0.02 

Adult-     0.00019 

 
 

5 × 10 -3 

0.0039 

Children-0.00070 0.0141 

 

 

 
Fig.1. Mackerl tuna ( Euthynnus affinis) Fig.2. Pie chart showing different colour and 

morphology of MPs collected. 

 

 
Fig.3. Represents MPs under microscopic view, A) Yellow 

fragments  and  B) Black fragments, C) Red and blue fibres. 

Fig.4. FTIR-ATR spectra depicting characteristic 

peaks of Nylon (Polyamide) polymer. 

 
Fig.5. It represents XRD peaks corresponding to heavy metals with two theta values of 22.73 (Cd), 27.81 (Hg), 33.8 

(Ba), 29.34 (Te). 
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The objective of this study is to define a new class of nano closed set in nano topological spaces, namely 

nano semi generalized b closed set (abbreviated Nsgb-closed). Its characteristics are investigated. The 

attributes of Nsgb-interior and Nsgb-closure are examined using the new set.  
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INTRODUCTION 
 

Lellis Thivagar [7] developed a new type of topology called nano topology in 2013 and described new types of closed 

sets such as nano closed, nano semi closed and so on. Bhuvaneshwari and Ezhilarasi [1] investigated nano semi 

generalized and nano generalized semi closed sets in 2014.  Parimala and Indirani [5] defined Nano b-open set in 

2016. Lalitha and Franciana Shalini *4+ coined Nĝ-closed set in 2017.  The present study is to define and study the 

traits of a new nano closed set namely Nano semi generalized b-closed set (Nsgb-closed). To define and examine the 

properties of the interior and closure of this nano closed set.  
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PRELIMINARIES 
 

Definition 2.1: [7]Let U indicate a non-empty set of finite elements referred as the Universe, and R signify an 

equivalence relation on U referred as the Indiscernibility relation. Then U is partitioned into distinct equivalence 

classes. The elements in one's equivalence class are perceived to be indistinguishable. The Approximation space is 

denoted by the pair (U, R). Let S ⊆  U. Then 

 The Lower Approximation of S (LR(S)) is the set of all elements with respect to R which can be certain 

categorized as S with respect to R where R(S) is the equivalence class determined by s in S.    

  LR(S) =  {R(S): R(S)  ⊆  S}s ∈ U   

 The Upper Approximation of S (UR(S)) is the set of all elements with respect to R which can be possibly 

categorized as S with respect to R.            

  UR(S) =  {R(S): R(S)∩ S ≠ ϕ}s ∈ U                                                                    

 The Boundary Region of S (BR(S)) is the set of all elements with respect of R which can be labeled neither as S 

nor as not-S with respect to R.         

 BR(S) = UR(S) – LR(S). 

 

Definition 2.2: [7] Let R be an equivalence relation on the universe U and S ⊆  U and τR(S) = {U, ∅, LR(S), UR(S), BR(S)} 

must satisfy the following axioms. 

U and ∅ ∈ τR(S) 

The arbitrary union of the elements of τR(S) ∈ τR(S). 

The finite intersection of the elements of τR(S) ∈ τR(S).  

Then τR(S) is known as Nano topology on U with respect to S. The pair (U, τR(S)) is known as the Nano topological 

space.   The elements in τR(S) are the nano open sets and its complements are the nano closed sets of U.  

 

Definition 2.3: [7]  The set B = {U, LR(S), BR(S)} is the basis for τR(S) . 

 

Definition 2.4: [7]   Let E be any subset of U then                       

The union of all nano open subsets of U contained in E is stated as the Nano interior of E (Nint (E)). Nint(E) = ∪ 

{nano open subsets of U ⊆ E}. Thus Nint(E) ⊆  E.  

The intersection of all nano closed subsets of U containing E is stated as the Nano closure of E (Ncl(E)). Ncl(E) = ∩ 

{nano closed subsets of U ⊇ E}. Thus E ⊆ Ncl(E) 

 

Definition 2.5: Let E ⊆ U in (U, τR(S)). Then 

Nano semi closed (Ns-closed) [7]: if Nint(Ncl(E)) ⊆ E 

Nano pre closed (Np-closed) [7]: if Ncl(Nint(E)) ⊆ E 

Nano regular closed (Nr-closed) [3]: if Ncl(Nint(E)) = E 

Nano α- closed (Nα-closed) [7]: if Ncl(Nint(Ncl(E))) ⊆ E 

Nano b- closed (Nb-closed) [5]: if Nint(Ncl(E)) ∩ Ncl(Nint(E)) ⊆ E 

Nano ĝ- closed (Nĝ-closed) [4]: if Ncl(E) ⊆ K, whenever E ⊆ K, where K is nano semi open in U 

Nano semi generalized closed (Nsg-closed) [1]: if Ns-cl(E) ⊆ K, whenever E ⊆ K, where K is nano semi open in U 

Nano generalized semi closed (Ngs-closed) [1]: if Ns-cl(E) ⊆ K, whenever E ⊆ K, where K is nano open in U 

Nano regular generalized closed (Nrg-closed) [3]: if Nr-cl(E) ⊆ K, whenever E ⊆ K, where K is nano regular open in 

U. 

Nano generalized pre regular closed (Ngpr-closed) [6]: if Np-cl(E) ⊆ K, whenever E ⊆ K, where K is nano regular 

open in U.    

Nano generalized closed (Ng- closed) [2]: if Ncl(E) ⊆ K, whenever E ⊆ K, where K is nano open in U.   
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NANO SEMI GENERALIZED B-CLOSED SET (NSGB-CLOSED) 

Definition 3.1:  A subset E of (U, τR(S)) is Nsgb- closed if Nb-cl(E) ⊆ K, whenever E ⊆ K, where K is nano semi open 

in U. A subset E of (U, τR(S)) is Nsgb-open if the complement U – E is Nsgb-closed. 

Example 3.2: Let U = {m, n, o, p}, S = {n, p} ⊆ U, U/R = ,,m}, ,n}, ,o, p}}, τR(S) = {U, ∅, {n}, {n, o, p}, {o, p}}   

Nsgb-closed = {U, ∅, {m}, {n}, {o}, {p}, {m, n}, {m, o}, {m, p}, {o, p}, {m, n, o}, {m, n, p}, {m, o, p}}              

Nsgb-open = {∅, U, {n, o, p}, {m, o, p}, {m, n, p}, {m, n, o}, {o, p}, {n, p}, {n, o}, {m, n}, {p}, {o}, {n}} 

 

Theorem 3.3: Nano closed implies Nsgb- closed. 

Proof:   Let E be a nano closed set in U. So that Ncl(E) = E. Let E ⊆ K, where K is Ns-open in U. Then E = Ncl(E) ⊆ 

K. Since Nb-cl(E) ⊆ Ncl(E). Then Nb-cl(E) ⊆ K, whenever  E ⊆ K, where K is Ns-open in U. Therefore E is Nsgb-

closed in U.  

 

Theorem 3.4: Ns-closed, Np-closed, Nr-closed, Nα-closed implies Nsgb- closed. 

The proof follows from the fact that Nb-cl(E) ⊆ Ns-cl(E), Np-cl(E), Nr-cl(E), Nα-cl(E) resp. 

 

Example 3.5:   From example 3.2, we have         

Nano closed = {U, ∅, {m, o, p}, {m}, {m, n}}.        

Ns-closed = {U, ∅, {m}, {n}, {m, n}, {o, p}, {m, o, p}}                                              

Np-closed = {U, ∅, {m}, {o}, {p}, {m, n}, {m, o}, {m, p}, {m, n, o}, {m, n, p}, {m, o, p}}    

Nr-closed = {U, ∅, {m, n}, {m, o, p}},  

Nα- closed = {U, ∅, {m}, {m, n}, {m, o, p}}   

Nsgb-closed = {U, ∅, {m}, {n}, {o}, {p}, {m, n}, {m, o}, {m, p}, {o, p}, {m, n, o}, {m, n, p}, {m, o, p}}.  

Here the subset {o} is Nsgb-closed but not Nano-closed, not Ns-closed. The subset {o, p} is Nsgb-closed but not Np-

closed, not Nr-closed, not Nα-closed. Thus the converse need not be true. 

 

Theorem 3.6: Nano b-closed implies Nsgb-closed.  

Proof:   Let E be a Nb-closed set in U. So that Nb-cl(E) = E. Let E ⊆ K, where K is Ns-open in U. Then E = Nb-cl(E) ⊆ 

K. Then Nb-cl(E) ⊆ K, whenever E ⊆ K, where K is Ns-open in U. Therefore E is Nsgb-closed in U. 

 

Example 3.7:  

Let U = ,m, n, o, p, q, r}, S = ,m, n, o}, U/R = ,,m}, ,n, r}, ,o}, ,p}, ,q}}, τR(S) = {U, ∅, {m, o}, {m, n, o, r}, {n, r}},   

Nano b-closed = {U, ∅, {m}, {n}, {o}, {p}, {q}, {r}, {m, n}, {m, o}, {m, p}, {m, q}, {m, r}, {n, o}, {n, p}, {n, q}, {n, r}, {o, p}, {o, 

q}, {o, r}, {p, q}, {p, r}, {q, r}, {m, n, p}, {m, n, q}, {m, o, p}, {m, o, q}, {m, p, q}, {m, p, r}, {m, q, r}, {n, o, p}, {n, o, q}, {n, p, 

q}, {n, p, r}, {n, q, r}, {o, p, q}, {o, p, r}, {o, q, r}, {p, q, r}, {m, n, p, q}, {m, o p, q}, {m, p, q, r}, {n, o, p, q}, {n, p, q, r}, {o, p, 

q, r}, {m, n, o, p, q}, {m, n, p, q, r}, {m, o, p, q, r}, {n, o, p, q, r}} 

Nsgb-closed = {U, ∅, {m}, {n}, {o}, {p}, {q}, {r}, {m, n}, {m, o}, {m, p}, {m, q}, {m, r}, {n, o}, {n, p}, {n, q}, {n, r}, {o, p}, {o, q}, 

{o, r}, {p, q}, {p, r}, {q, r}, {m, n, p}, {m, n, q}, {m, o, p}, {m, o, q}, {m, p, q}, {m, p, r}, {m, q, r}, {n, o, p}, {n, o, q}, {n, p, q}, 

{n, p, r}, {n, q, r}, {o, p, q}, {o, p, r}, {o, q, r}, {p, q, r}, {m, n, o, p}, {m, n, o, q}, {m, n, p, q}, {m, n, p, r}, {m, n, q, r}, {m, o,  

p, q}, {m, o, q, r}, {m, p, q, r}, {n, o, p, q}, {n, o, p, r}, {n, p, q, r}, {o, p, q, r}, {m, n, o, p, q}, {m, n, o, p, r},  {m, n, o, q, r}, 

{m, n, p, q, r}, {m, o, p, q, r}, {n, o, p, q, r}}.    

Here the subsets {m, n, o, p}, {m, n, o, q}, {m, n, p, r}, {m, n, q, r}, {m, o, q, r}, {n, o, p, r}, {n, o, q, r}, {m, n, o, p, r}, {m, n, 

o, q, r} Nsgb-closed but not Nb-closed.  

 

Theorem 3.8: Nano ĝ-closed implies Nsgb-closed.  

Proof:   Let E be a Nĝ-closed set in U and E ⊆ K, where K is Ns-open in U. Then Ncl(E) ⊆ K, whenever E ⊆ K, 

where K is Ns-open in U. Since Nb-cl(E) ⊆ Ncl(E), then Nb-cl(E) ⊆ K, whenever E ⊆ K, where K is Ns-open in U. 

Therefore E is Nsgb-closed in U. 
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Theorem 3.9: Nsg-closed implies Nsgb-closed. 

Proof:   Let E be a Nsg-closed set in U and E ⊆ K, where K is Ns-open in U. Then Ns-cl(E) ⊆ K, whenever E ⊆ K, 

where K is Ns-open in U. Since Nb-cl(E) ⊆ Ns-cl(E), then Nb-cl(E) ⊆ K, whenever E ⊆ K, where K is Ns-open in U. 

Therefore E is Nsgb-closed in U. 

 

Example 3.10:  Let U = {m, n, o, p}, S = {m, n} ⊆ U, U/R = ,,m, n}, ,o, p}}, τR(S) = {U, ∅, {m, n}},                    

Nĝ-closed = {U, ∅, {o, p}, {m, o, p}, {n, o, p}},                     

Nsg-closed = {U, ∅, {o}, {p}, {o, p}, {m, o, p}, {n, o, p}}                                                 

Nsgb-closed = {U, ∅, {m}, {n}, {o}, {p}, {m, o}, {m, p}, {n, o}, {n, p}, {o, p}, {m, o, p}, {n, o, p}}.                  

Here the subsets {m}, {n}, {m, p}, {n, p} are Nsgb-closed but not Nĝ-closed, not Nsg-closed. Thus the converse need 

not be true. 

 

Theorem 3.11: Nsgb-closed set ⇎  Ngs-closed set.  

Proof:  Let U = {m, n, o, p}, S = {o, p}, U/R = {{m, n}, {o, p}}, τR(S) = {U, ∅, {o, p}},                  

Nsgb-closed = {U, ∅, {m}, {n}, {o}, {p}, {m, n}, {m, o}, {m, p},  {n, o}, {n, p}, {m, n, o}, {m, n, p}},                 

Ngs-closed = {U, ∅, {m}, {n}, {m, n}, {m, o}, {m, p}, {n, o}, {n, p}, {m, n, o}, {m, n, p}, {m, o, p}, {n, o, p}}. Here the subsets 

{o}, {p} are Nsgb-closed but not Ngs-closed. The subsets {m, o, p}, {n, o, p} are Ngs-closed but not Nsgb-closed. Thus 

the sets Nsgb-closed and Ngs-closed are independent. 

 

Theorem 3.12: Nsgb closed set ⇎ Nrg-closed set  

Theorem 3.13: Nsgb-closed set ⇎ Ngpr-closed set.  

Proof: From example 3.2, Nsgb-closed =  {U, ∅, {m}, {n}, {o}, {p}, {m, n}, {m, o}, {m, p}, {o, p}, {m, n, o}, {m, n, p}, {m, 

o, p}}, Nrg-closed = {U, ∅, {m}, {m, n}, {m, o}, {m, p}, {n, o}, {n, p}, {m, n, o}, {m, n, p}, {m, o, p}, {n, o, p}}, Ngpr-closed = 

{U, ∅, {m}, {o}, {p}, {m, n}, {m, o}, {m, p}, {n, o}, {n, p}, {m, n, o}, {m, n, p}, {m, o, p}, {n, o, p}}    

Here the subset {n} is Nsgb-closed but not Nrg-closed and Ngpr-closed . The subset {n, o} is Nrg-closed and Ngpr-

closed but not Nsgb-closed. Thus the sets Nsgb-closed and Nrg-closed, Nsgb-closed and Ngpr-closed are 

independent. 

 

Theorem 3.14: Nsgb-closed set ⇎  Ng-closed set. 

Proof: Let U = ,m, n, o, p}, S = ,o}, U/R = ,,m, n}, ,o, p}}, τR(S) = {U, ∅, {o, p}},                 

Nsgb-closed = {U, ∅, {m}, {n}, {o}, {p}, {m, n}, {m, o}, {m, p}, {n, o}, {n, p}, {m, n, o}, {m, n, p}},                       

Ng-closed = {U, ∅, {m}, {n}, {m, n}, {m, o}, {m, p}, {n, o}, {n, p}, {m, n, o}, {m, n, p}, {m, o, p}, {n, o, p}}. Here the subsets 

{o}, {p} are Nsgb- closed but not Ng-closed. The subsets {m, o, p}, {n, o, p} are Ng-closed but not Nsgb-closed. Thus 

the sets Nsgb-closed and Ng- closed are independent. 

 

Theorem 3.15: The union of Nsgb-closed sets not necessarily be Nsgb-closed. 

Proof: From the example 3.2, let E = ,n}, F = ,p} then E ∪ F = ,n, p} is not a Nsgb- closed set. Thus E∪F not necessarily 

be Nsgb-closed. 

 

Theorem 3.16: The intersection of Nsgb-closed sets is Nsgb-closed.  

Proof: Assume E and F are two Nsgb-closed sets in (U, τR(S)). To Prove: E∩F is Nsgb-closed. Let E ∩ F ⊆ K. Let K be a 

Ns-open set in U. Then Nb-cl(E) ⊆ K and Nb-cl(F) ⊆ K, whenever E ⊆ K and F ⊆ K, where K is Ns-open. Now Nb-

cl(E) ∩ Nb-cl(F) ⊆ K. Since Nb-cl(E) ∩ Nb-cl(F) = Nb-cl (E∩F) implies Nb-cl(E∩F) ⊆ K. Thus, Nb-cl(E∩F) ⊆ K, whenever 

E∩F ⊆ K, where K is Ns-open in U. Therefore E∩F is Nsgb-closed. 

 

Theorem 3.17: If E is Nsgb-closed set of (U, τR(S)) then there is no non-empty Ns-closed set in Nb-cl(E) – E. 

Proof: Given E is Nsgb-closed. Then Nb-cl(E) ⊆ K, whenever E ⊆ K, K is Ns-open in U. To Prove: Nb-cl(E) – E doesn’t 

contain any non-empty Ns-closed set. Suppose A be a non-empty Ns-closed set is in Nb-cl(E) – E. ie)., A ⊆ Nb-cl(E) – 

E,  A ≠ ∅.  ⇒ A ⊆ Nb-cl(E) ∩ EC. Then A ⊆ Nb-cl(E) and A ⊆ EC    →   (1).  Now consider A ⊆ EC, then E ⊆ AC where AC 
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is non-empty Ns-open. Since E is Nsgb-closed, Nb-cl(E) ⊆ AC , AC is non-empty Ns-open. Then A ⊆ (Nb-cl(E))C  → (2). 

From (1) and (2), A ⊆ Nb-cl(E) and A ⊆ (Nb-cl(E))C ⇒ A ⊆ Nb-cl(E) ∩ (Nb-cl(E))C = ∅. ⇒ A ⊆ ∅. Therefore A = ∅, 

which is a contradiction. 

 

Theorem 3.18: For a Nsgb-closed set E in (U, τR(S)), E is Nb-closed iff Nb-cl(E) − E is Ns-closed. 

Proof: Necessary Part:  Let a Nsgb-closed set be E. To Prove: Nb-cl(E) − E is Ns-closed. Assume E is Nb-closed. Then E 

= Nb-cl(E) implies Nb-cl(E) − E = ϕ, where ϕ is Ns-closed. Thus Nb-cl(E) − E is Ns-closed.  

Sufficient Part:  Let Nb-cl(E) − E is Ns-closed. To Prove: E is Nb-closed. By theorem 3.17, Nb-cl(E) − E = ϕ. Then Nb-

cl(E) = E. Thus, E is Nb-closed. 

 

Theorem 3.19: Let E be both Ns-open and Nsgb-closed in (U, τR(S)) then E is Nb-closed. 

Proof:    Given E is Ns-open and Nsgb-closed. Then by definition, Nb-cl(E) ⊆ E,  →  (1) whenever E ⊆ E, E is Ns-

open in U. But always any set is contained in its Nb-closure, then E ⊆ Nb-cl(E) →  (2). From (1) and (2), E = Nb-cl(E). 

Thus E is Nb-closed. 

 

Theorem 3.20: In (U, τR(S)) the intersection of a Nsgb-closed set E and a Nb-closed set B containing E is always a 

Nsgb-closed set. 

Proof:  Given E is Nsgb-closed. Then Nb-cl(E) ⊆ K, whenever E ⊆ K, where K is Ns-open in U. Given E ⊆ B, where B 

is Nb-closed. Since E ⊆ B ⇒ E∩B = E ⊆ K implies E∩B ⊆ K. Now Nb-cl(E∩B) = Nb-cl(E) ⊆ K implies Nb-cl(E∩B) ⊆ K, 

whenever E∩B ⊆ K, K is Ns-open. Thus E∩B is Nsgb- closed. 

 

Theorem 3.21: If E is a Nsgb-closed set and E ⊆ B ⊆ Nb-cl(E), then B is Nsgb- closed set. 

Proof:  Given E is Nsgb-closed → (1) and E ⊆ B ⊆ Nb-cl(E)  →  (2). From (1), Nb-cl(E) ⊆ K, whenever E ⊆ K,  K is Ns-

open. Then (2) becomes E ⊆ B ⊆ Nb-cl(E) ⊆ K  ⇒ B ⊆ K. As given B ⊆ Nb-cl(E) implies Nb-cl(E) is the Nb-closed  set 

containing B. But Nb-cl(B) is the smallest Nb-closed set containing B. So B ⊆ Nb-cl(B) ⊆ Nb-cl(E) ⊆ K. Hence Nb-cl(B) 

⊆ K, whenever B ⊆ K, K is Ns- open. Thus B is Nsgb- closed. 

 

Theorem 3.22: For s in U, the set U−,s} is Nsgb-closed or Ns-open. 

Proof:  Let s ∈ U. Suppose U−,s} is not Ns-open in U. To Prove: U−,s} is Nsgb-closed. U−,s} ⊂ U, here U is the only Ns-

open set containing U−,s}. Now Nb-cl(U−,s}) ⊆ U. This implies Nb-cl(U−,s}) ⊆ U, whenever U−,s} ⊆ U, U is Ns-open. 

Thus U−{s} is Nsgb-closed. 

 

Theorem 3.23: If B ⊆ E ⊆ U, B is Nsgb-closed set relative to E and E is both Ns-open and Nsgb-closed subset of U, 

then B is Nsgb-closed set relative to U. 

Proof:   Assume B ⊆ E, where E is Ns-open in U. Claim: Nb-cl(B) ⊆ E. Given E is Ns-open in U and since E ⊆ E 

implies E∩E = E says E is Ns-open in E. Since B is Nsgb-closed relative to E then Nb-cl(B) ∩ E ⊆ E, whenever B ⊆ E, E 

is Ns-open in E. Also given E is Nsgb-closed and Ns-open in U then Nb-cl(E) ⊆ E,   →  (1) whenever E ⊆ E, E is Ns-

open in U. Here B ⊆ E then Nb-cl(B) ⊆ Nb-cl(E) ⊆ E (by(1))  →  (2). Nb-cl(E) ⊆ E and Nb-cl(B) ∩ E = Nb-cl(B). Then (2) 

becomes Nb-cl(B) ∩ E ⊆ Nb-cl(E) ∩ E = E. Thus Nb-cl(B) ∩ E ⊆ E, whenever B ⊆ E, E is Ns-open in U. Thus Nb-cl(B) ⊆ 

E, whenever B ⊆ E, E is Ns-open in U. Therefore B is Nsgb-closed relative to U. 

 

Theorem 3.24: Let E ⊆ V ⊆ U and if E is Nsgb-closed in U then E is Nsgb-closed relative to V. 

Proof:  Given E ⊆ V ⊆ U and E is Nsgb-closed in U. Let E ⊆ K, K be Ns-open in V such that K = H∩V, where H is Ns-

open in U. Then E ⊆ H∩V, where H∩V is Ns-open in V. Thus E ⊆ H and E ⊆ V. Since E is Nsgb-closed in U, Nb-cl(E) 

⊆ H. Then Nb-cl(E)∩V ⊆ H ∩ V = K. Thus Nb-cl(E)∩V ⊆ K, whenever E ⊆ K, K is Ns-open in V.  Hence E is Nsgb-

closed relative to V. 

Nsgb- Open 

 A subset EC is Nsgb- open if E is Nsgb-closed. 

 Each Nano open set is Nsgb-open set. 
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Theorem 3.25: The union of Nsgb-open sets is Nsgb-open.  

Proof:  Assume E, F are Nsgb-open sets in U. To Prove: E∪F is Nsgb-open. Since the subsets E, F are Nsgb-open then 

U − E, U − F are Nsgb-closed. By theorem 3.16, intersection of Nsgb-closed sets is Nsgb-closed. Then (U−E) ∩ (U−F) = 

U − (E∪F) is Nsgb-closed and hence its complement E∪F is Nsgb-open in U. 

 

Theorem 3.26: The intersection of Nsgb-open sets not necessarily Nsgb-open. 

Example: From example 3.2, let E = ,m, o, p}, F = ,m, n} then E ∩ F = ,m} is not a Nsgb-open set. Thus intersection not 

necessarily be Nsgb-open. 

 

Theorem 3.27: For E ⊆ U, E is Nsgb-open iff F ⊆ Nb-int(E) whenever F is Ns-closed and F ⊆ E. 

Proof: Necessary Part:  Let E be Nsgb-open. Suppose F ⊆ E, where F is Ns-closed. Then U−E is Nsgb-closed and U−E ⊆ 

U−F, where U−F is Ns-open. By definition, Nb-cl(U−E) ⊆ U−F this implies U − Nb-int(E) ⊆ U−F. Hence F ⊆ Nb-int(E). 

Sufficient Part:  Assume F ⊆ Nb-int(E), F is Ns-closed and F ⊆ E. To Prove: E is Nsgb-open. It is enough to prove U−E 

is Nsgb-closed. Let U−E ⊆ K, K is Ns-open. Then U−K ⊆ E and U−K is Ns-closed. By the hypothesis, U−K ⊆ Nb-int(E) 

⇒ U−Nb-int(E) ⊆ K ⇒ Nb-cl(U−E) ⊆ K. Thus Nb-cl(U−E) ⊆ K, whenever U−E ⊆ K, K is Ns-open. This shows U−E is 

Nsgb-closed. Hence E is Nsgb-open.  

 

This gives the definition of  Nsgb- open set, a subset E of (U, τR(S)) is Nsgb- open if F ⊆ E, where F is Ns- closed then 

F ⊆ Nb-int(E). 

 

Theorem 3.28: Each Nano open is Nsgb-open. 

Proof:  Let E be Nano open in U. Then E = Nint(E) and E ⊆ Ncl(E). Let F ⊆ E, where F is Ns-closed in U implies F ⊆ 

Nint(E) and since Nint(E) ⊆ Nb-int(E) gives F ⊆ Nb- int(E). Thus F ⊆ Nb-int(E) whenever F ⊆ E where F is Ns-closed 

in U. Therefore E is Nsgb-open. But not each Nsgb-open is Nano open that can be seen through the example 3.2. 

 

Theorem 3.29: A subset E is Nsgb-closed then Nb-cl(E) – E is Nsgb-open. 

Proof:  Let E be Nsgb-closed. To Prove: Nb-cl(E) – E is Nsgb-open. Let F be a Ns-closed set with F ⊆ Nb-cl(E) – E. By 

theorem 3.17, F = ∅.  ⇒  F ⊆ Nb-int(Nb-cl(E) – E). Thus Nb-cl(E) − E is Nsgb-open.  

 

Theorem 3.30: If Nb-int(E) ⊆ B ⊆ E and if E is Nsgb-open then B is Nsgb-open. 

Proof:  Let Nb-int(E) ⊆ B ⊆ E. Then EC ⊆ BC ⊆ Nb-cl(EC), where EC is Nsgb-closed. By theorem 3.21, BC is Nsgb- 

closed. Thus B is Nsgb-open. 

 

NSGB- CLOSURE AND NSGB- INTERIOR 

Definition 4.1: Let E ⊆ U in (U, τR(S)).     

Nsgb-interior of E (Nsgb-int(E)) is stated as the union of all Nsgb-open sets contained in E.ie)., Nsgb-int(E) = ∪ ,B: B is 

Nsgb-open in U such that B ⊆  E} ⇒ Nsgb-int(E) ⊆  E 

Nsgb-closure of E (Nsgb-cl(E)) is stated as the intersection of all Nsgb-closed sets containing E.  ie)., Nsgb-cl(E) = ∩ ,B: 

B is Nsgb-closed in U such that E ⊆  B} ⇒ E ⊆  Nsgb-cl (E) 

Nsgb-int(E) is the largest Nsgb-open subset in U contained in E.   

Nsgb-cl(E) is the smallest Nsgb-closed subset in U containing E.    

From example 3.2, let E = {n, o} then Nsgb-int(E) = {n, o}, Nsgb-cl(E) = {m, n, o}.  
 

Theorem 4.2: With respect to S, let the nano topological space (U, τR(S)) where S ⊆ U. Let E ⊆ U, then                

 i) [Nsgb-int(E)]C = Nsgb-cl(EC)        ii) [Nsgb-cl(E)]C = Nsgb-int(EC) 

 

Proof: 

i) [Nsgb-int(E)]C = *∪ ,B: B is Nsgb-open, B ⊆ E}]C  = ∩ ,BC: BC is Nsgb-closed, EC ⊆ BC} = Nsgb-cl(EC) 

ii) [Nsgb-cl(E)]C = *∩ ,B: B is Nsgb-closed, E ⊆ B}]C  = ∪ ,BC: BC is Nsgb-open, BC ⊆ EC} = Nsgb-int(EC) 
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Taking complements, (i) and (ii) becomes                                     

 i) Nsgb-int(E) = [Nsgb-cl(EC)]C                                           

ii) Nsgb-cl(E) = [Nsgb-int(EC)]C  

 

Theorem 4.3: For E, F ⊆ U in (U, τR(S))         

 

1. E ⊆ Nsgb-cl(E)            

2. E is Nsgb-closed iff Nsgb-cl(E) = E           

3. Nsgb-cl(∅) = ∅ and Nsgb-cl(U) = U          

4. E ⊆ F ⇒ Nsgb-cl(E) ⊆ Nsgb-cl(F)         

5. Nsgb-cl(E) ⊆ Nsgb-cl(Nsgb-cl(E))          

6. If E ⊆ F, where F is any Nsgb-closed set then Nsgb-cl(E) ⊆ F. 

 

Proof: 

 

To Prove (1):    By the definition of Nsgb-closure of E, it is evident that E ⊆ Nsgb-cl(E). 

To Prove (2):   Let E be Nsgb-closed. Then E is the smallest Nsgb-closed set containing itself. Thus, Nsgb-cl(E) = E. 

Conversely, let Nsgb-cl(E) = E. Since Nsgb-cl(E) is the Nsgb-closed set, then E is Nsgb-closed. 

To Prove (3):   Since ∅ and U are Nsgb-closed, then by (2), Nsgb-cl(∅) = ∅ and Nsgb-cl(U) = U. 

To Prove (4):  Let E, F ⊆ U, such that E ⊆ F. By definition of Nsgb-closure, Nsgb-cl(F) = ∩ ,J: F ⊆ J, J are Nsgb-closed in 

U}. If F ⊆ J ∈ Nsgb-closed sets of U, then Nsgb-cl(F) ⊆ J, for some J is Nsgb-closed in U. Since E ⊆ F ⇒ E ⊆ F ⊆ J. Also 

Nsgb-cl(F) ⊆ J. Then Nsgb-cl(E) ⊆ ∩ ,J: F ⊆ J, J ∈ Nsgb closed sets of U} = Nsgb-cl(F). Thus Nsgb-cl(E) ⊆ Nsgb- cl(F). 

To Prove (5):  WKT: E ⊆ Nsgb-cl(E)  ⇒   Nsgb-cl(E) ⊆ Nsgb-cl(Nsgb-cl(E)).               

But if given E is Nsgb-closed then Nsgb-cl(E) = Nsgb-cl(Nsgb-cl(E)) 

To Prove (6):  Let E ⊆ F, where F is Nsgb-closed. Since Nsgb-cl(E) is the intersection of all Nsgb-closed sets 

containing E then Nsgb-cl(E) is contained in each Nsgb-closed sets containing E. Here in particular E ⊆ F, implies 

Nsgb-cl(E) ⊆ F. 

 

Theorem 4.4: For I, J ⊆ U in (U, τR(S))          

i) Nsgb-cl(I) ∪ Nsgb-cl(J) ⊆ Nsgb-cl(I∪J)                                

ii) Nsgb-cl(I ∩ J) ⊆ Nsgb-cl(I) ∩ Nsgb-cl(J) 

 

Proof:  

 

To Prove (i):  Let I ⊆ I∪J and J ⊆ I∪J. By (4) of Theorem 4.3, Nsgb-cl(I) ⊆ Nsgb-cl(I∪J) and Nsgb-cl(J) ⊆ Nsgb-cl(I∪J). 

Hence Nsgb-cl(I) ∪ Nsgb-cl(J) ⊆ Nsgb-cl(I∪J). 

To Prove (ii):  Let I∩J ⊆ I and I∩J ⊆ J. By (4) of theorem 4.3, Nsgb-cl(I∩J) ⊆ Nsgb-cl(I) and Nsgb-cl(I∩J) ⊆ Nsgb-cl(J). 

Hence Nsgb-cl(I∩J) ⊆ Nsgb-cl(I) ∩ Nsgb-cl(J). 

 

Theorem 4.5: For E, F ⊆ U in (U, τR(S))         

Nsgb-int(E) ⊆ E                                            

E is Nsgb-open iff Nsgb-int(E) = E                           

Nsgb-int(∅) = ∅  and Nsgb-int(U) = U                               

E ⊆ F ⇒ Nsgb-int(E) ⊆ Nsgb-int(F)                                          

Nsgb-int(Nsgb-int(E)) ⊆ Nsgb-int(E)                             

If E ⊆ F, where F is any Nsgb-open set, then F ⊆ Nsgb- int(E) 

 

Proof: 

To prove (1):  By the definition of Nsgb-interior of E, it is evident that Nsgb-int(E) ⊆ E. 
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To Prove (2):  WKT: E be Nsgb-open iff U−E is Nsgb-closed. As given E is Nsgb-open then U−E is Nsgb-closed. Since 

U−E is Nsgb-closed, by theorem 4.3(2), Nsgb-cl(U−E) = U−E ⇒ U–Nsgb-cl(U−E) = E. Since U – Nsgb-cl(U−E) = Nsgb-

int(E), then Nsgb-int(E) = E. Conversely, let Nsgb-int(E) = E. Since Nsgb-int(E) is Nsgb-open, then E is Nsgb-open. 

To Prove (3):  Since ∅ and U are Nsgb-open, using (2), Nsgb-int(∅) = ∅ and Nsgb-int(U) = U. 

To Prove (4):  Given E ⊆ F ⇒ U−F ⊆ U−E. By (4) of theorem 4.3, Nsgb-cl(U−F) ⊆ Nsgb-cl(U−E) then U−Nsgb-cl(U−E) 

⊆ U−Nsgb-cl(U−F). By theorem 4.2, Nsgb-int(E) ⊆ Nsgb-int(F). 

To Prove (5):  WKT: Nsgb-int(E) ⊆ E ⇒ Nsgb-int((Nsgb-int(E)) ⊆ Nsgb-int(E). But if given E is Nsgb-open then Nsgb-

int(Nsgb-int(E)) = E. 

To Prove (6):  Let F ⊆ E, where F is Nsgb-open. By (4), Nsgb-int(B) ⊆ Nsgb- int(E).  Since F is Nsgb-open then by (2), 

Nsgb-int(F) = F. Hence F ⊆ Nsgb-int(E).  

 

Theorem 4.6: For a subset E in U, then         

i)  Nsgb-cl(E) ⊆ Ncl(E)     

ii) Nint (E) ⊆ Nsgb-int(E). 

 

Proof:  

i) WKT: E ⊆ Ncl(E), Ncl(E) is a nano closed set.  Let B = Ncl(E). Since each nano closed is Nsgb-closed. This says B is 

Nsgb-closed. Now E ⊆ B, where B is Nsgb-closed. By (6) of theorem 4.3, Nsgb-cl(E) ⊆ B. Therefore,              

Nsgb-cl(E) ⊆ Ncl(E).  

ii) WKT: Nint (E) ⊆ E, Nint (E) is a nano open set. Let B = Nint(E). Since each nano open set is Nsgb-open set. This 

says B is Nsgb-open. Now B ⊆ E, where B is Nsgb-open. By (6) of theorem 4.5, B ⊆ Nsgb-int(E). Therefore, Nint (E) ⊆ 

Nsgb-int(E). 

 

Theorem 4.7: For a subset E in U, Nsgb-int(E) ⊆ Nsgb-cl(E). 

Proof:  Let E ⊆ U. WKT: Nsgb-int(E) ⊆ E and E ⊆ Nsgb-cl(E). This implies  Nsgb-int(E) ⊆ E ⊆ Nsgb-cl(E). Thus Nsgb-

int(E) ⊆ Nsgb-cl(E). 

Remark 4.8: If E is both Nsgb-open and Nsgb-closed then Nsgb-int(E) = Nsgb-cl(E) = E. 

 

Theorem 4.9: For I, J ⊆ U in (U, τR(S))                          

Nsgb-int(I) ∪ Nsgb- int(J) ⊆ Nsgb- int(I∪J)                                                          

Nsgb-int(I∩J) ⊆ Nsgb- int(I) ∩ Nsgb- int(J) 

 

Proof: To Prove (i):  Let I ⊆ I∪J and J ⊆ I∪J. By (4) of Theorem 4.5, Nsgb-int(I) ⊆ Nsgb-int(I∪J) and Nsgb-int(J) ⊆ Nsgb-

int (I∪J).  Nsgb-int(I) ∪ Nsgb-int(J) ⊆ Nsgb-int(I∪J)                             

To Prove (ii): Let I∩J ⊆ I and I∩J ⊆ J. By (4) of theorem 4.5, Nsgb-int(I∩J) ⊆ Nsgb-int(I) and  Nsgb-int(I∩J) ⊆ Nsgb-

int(J). Then Nsgb-int(I∩J) ⊆ Nsgb-int(I) ∩ Nsgb-int(J). 

 

CONCLUSION 
 

This paper defined Nsgb-closed and Nsgb-open set, Nsgb-interior and Nsgb-closure and their properties are 

investigated. Further the study can be extended to define continuous map, homeomorphisms, connectedness and 

compactness based on this new set. Real life applications can be given using nano topology with its basis. 
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This research advances the Economic Order Quantity (EOQ) model by introducing Trigonal Fuzzy 

Numbers to effectively manage uncertainties in inventory systems. Trigonal Fuzzy Numbers, known for 

their flexibility in handling uncertainties through arithmetic operations, are incorporated into key 

parameters such as demand, ordering cost, and holding cost. The objective is to minimize the total cost, 

including ordering cost, holding cost, and setup cost, utilizing the Kuhn-Tucker optimization method. 

The defuzzification is performed using Centroid method. The research navigates the complexity of 

Trigonal Fuzzy Numbers and provides a numerical example to demonstrate the practical application of 

the proposed methodology. The results showcase the impact of fuzziness on optimal order quantities and 

costs, offering decision-makers a realistic perspective for enhanced inventory management. Linear 

regression is employed as a tool for visualizing the relationships among actual and predicted fuzzy total 

costs and their connection with the optimal Economic Order Quantity. This work contributes to the 

theoretical foundations of fuzzy inventory modelling and provides an innovative solution for addressing 

uncertainties in supply chain optimization. 
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INTRODUCTION 

 

Inventory management stands as a cornerstone in the realm of supply chain optimization, wielding a profound 

impact on operational efficiency, financial health, and overall organizational success. Central to the science of 

inventory control is the concept of Economic Order Quantity (EOQ), a model introduced by Harris in 1913. The EOQ 

model strives to strike a balance between ordering and holding costs, providing a foundation for determining the 

optimal order quantity that minimizes the total cost of inventory. While the EOQ model has proven instrumental 

over the years, its traditional formulations assume a world of precision and determinism, a stark contrast to the real-

world complexities characterized by uncertainties, fluctuations, and dynamic parameters. In this context, the quest to 

enhance the EOQ model to accommodate the intricacies of contemporary supply chains has led researchers to 

explore alternative methodologies, with a particular focus on fuzzy logic and innovative fuzzy number systems. The 

traditional EOQ model revolves around crisp and well-defined values for parameters such as demand, ordering 

costs, and holding costs. However, the introduction of uncertainty into these parameters necessitates a departure 

from crisp values to models that can capture the inherent imprecision and vagueness. Fuzzy logic provides a natural 

avenue for such modelling, allowing for the representation of uncertainties through linguistic variables and fuzzy 

sets. Zhang and Zhang (2022) and Sahoo et al. (2021) are among the pioneers who embraced fuzzy logic in inventory 

modelling. Their work laid the groundwork for introducing imprecision into the decision-making process, enabling a 

more realistic representation of the uncertainties associated with demand patterns and supply chain dynamics. Yet, 

within the realm of fuzzy logic, the exploration of novel fuzzy number systems has gained prominence.  

 

Trigonal Fuzzy Numbers, introduced by Kalaiarasi and Swathi (2023), have emerged as a particularly promising 

avenue. Unlike traditional fuzzy numbers that operate in a linear fashion, Trigonal Fuzzy Numbers allow for more 

flexible and nuanced handling of uncertainties through arithmetic operations. This inherent flexibility presents an 

exciting opportunity to enhance the EOQ model further. Moreover, optimization techniques play a pivotal role in 

refining inventory models. Traditional EOQ optimization often relies on calculus-based methods. However, for 

scenarios involving both equality and inequality constraints, the Kuhn-Tucker (KT) method, an extension of the 

Lagrange multiplier method, emerges as a robust tool. Nayak et al. (2024) have demonstrated the effectiveness of the 

KT method in solving constrained optimization problems, offering a valuable addition to the inventory management 

toolkit. This research endeavours to push the boundaries of conventional EOQ modelling by integrating Trigonal 

Fuzzy Numbers and leveraging optimization techniques like the KT method. The subsequent sections will delve into 

an extensive literature review, tracing the evolution of inventory models, the application of fuzzy logic, and the 

potential benefits and challenges associated with the integration of Trigonal Fuzzy Numbers into the EOQ 

framework. Through this exploration, the aim is to contribute to the arsenal of tools available for modern inventory 

management, providing solutions that resonate with the uncertainties inherent in contemporary supply chain 

ecosystems. Additionally, linear regression is employed as a tool for visualizing the relationships among actual and 

predicted fuzzy total costs and their connection with the optimal Economic Order Quantity, adding a layer of 

analytical depth to the research. 

 

METHODOLOGY  
 

Trigonal Fuzzy Numbers: Representation and Membership Function 

A Trigonal Fuzzy Number A30g is represented as a sequence of values (a1, a2, a3, ..., a30), where each ai corresponds 

to the membership degree for a specific interval. The membership function μA(x) can be expressed as follows: 
𝜇𝐴(𝑥)  =  { 

  0,                                   𝑓𝑜𝑟 𝑥 <  𝑎1, 
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  (𝑥 −  𝑎1) / (𝑎2 −  𝑎1),                𝑓𝑜𝑟 𝑎1 ≤  𝑥 <  𝑎2, 

  (𝑎3 −  𝑥) / (𝑎3 −  𝑎2),                𝑓𝑜𝑟 𝑎2 ≤  𝑥 <  𝑎3, 
 

  0,                                   𝑓𝑜𝑟 𝑥 <  𝑎3, 
  (𝑥 −  𝑎3) / (𝑎4 −  𝑎3),                𝑓𝑜𝑟 𝑎3 ≤  𝑥 <  𝑎4, 
  (𝑎5 −  𝑥) / (𝑎5 −  𝑎4),                𝑓𝑜𝑟 𝑎4 ≤  𝑥 <  𝑎5, 

 
  0,                                   𝑓𝑜𝑟 𝑥 <  𝑎5, 

  (𝑥 −  𝑎5) / (𝑎6 −  𝑎5),                𝑓𝑜𝑟 𝑎5 ≤  𝑥 <  𝑎6, 
  (𝑎7 −  𝑥) / (𝑎7 −  𝑎6),                𝑓𝑜𝑟 𝑎6 ≤  𝑥 <  𝑎7, 

 
  . . . 

 
  0,                                   𝑓𝑜𝑟 𝑥 <  𝑎29, 

  (𝑥 −  𝑎29) / (𝑟30 −  𝑎29),            𝑓𝑜𝑟 𝑎29 ≤  𝑥 <  𝑎30, 
  0,                                   𝑓𝑜𝑟 𝑥 ≥  𝑎30} 

This function elegantly captures the gradual shift in membership degrees as x moves through the intervals defined 

by a1 to a30. 

 

Arithmetical Operations Under the Function Principle 

Let A30g and B30g be two Trigonal Fuzzy Numbers defined as A30g = (a1, a2, ..., a30) and B30g = (b1, b2, ..., b30). 

Addition of Trigonal Fuzzy Numbers 
𝐶30𝑔 = 𝐴30𝑔⊕𝐵30𝑔 =  𝑐1,𝑐2,… , 𝑐30  

𝑐𝑖 = 𝑎𝑖 + 𝑏𝑖𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 30 

Subtraction of Trigonal Fuzzy Numbers: 𝐶30𝑔 = 𝐴30𝑔⊖𝐵30𝑔 = (𝑐1,𝑐2, . . . , 𝑐30) 

𝑐𝑖 = 𝑎𝑖 − 𝑏𝑖𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 30 

Multiplication of Trigonal Fuzzy Numbers: 𝐶30𝑔 = (𝐷30𝑔)⊗𝐵30𝑔 = (𝑐1, 𝑐2, . . . , 𝑐30) 

𝑐𝑖 = 𝑎𝑖 × 𝑏𝑖𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 30 

Division of trigonal Fuzzy Numbers: 𝐶30𝑔 = 𝐴30𝑔⊘𝐵30𝑔 = (𝑐1,𝑐2, . . . , 𝑐30) 

𝑐𝑖 =
𝑎𝑖

𝑏𝑖
𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 30 

 

Kuhn-Tucker (KT) method:Optimization Technique for Constrained Problems 

The Kuhn-Tucker (KT) method, also known as the Karush-Kuhn-Tucker (KKT) method, is an optimization technique 

used to solve constrained optimization problems. It is an extension of the Lagrange multiplier method and is 

particularly useful for problems with both equality and inequality constraints. 

Assume the situation is given by 

Minimize x = f (y) 

Subject to 𝑔𝑖  (y) ≥ 0, 𝑖 = 1,2,… .𝑛 

Constraints on non-negativity y ≥ 0, if any, it will include in the n constraints. 

Using nonnegative surplus variables, the inequality constraints can be converted into equations. Let P i2 be the 

surplus quantity added to the ith constraints 𝑔𝑖 (y) ≥ 0. 

Let 𝜃 =  𝜃1,𝜃2 ,……… ,𝜃𝑛 ,𝑔 𝑦 = (𝑔1 𝑦 ,𝑔2 𝑦 ,……… ,𝑔𝑛(𝑦) &P2 = (P12, P22, Pn2) 

The Kuhn – Tucker conditions require k and h to be the minimization problem's stable endpoints. 

 

𝜃 ≤ 0
∇ 𝑓  𝑦 −  𝜃 ∇ 𝑔  𝑦 = 0,

𝜃𝑖𝑔𝑖 𝑦 = 0,   𝑖 = 1,2,……𝑛

𝑔𝑖 𝑦 ≥ 0, 𝑖 = 1,2,……𝑛
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Centroid method for trigonal fuzzy number: Calculation of Center of Mass for Fuzzy Numbers 

The centroid method for trigonal fuzzy numbers involves calculating the center of mass for a given fuzzy number, 

represented as A30g in this context. The center of mass, denoted as C(A), is determined by taking the average of the 

membership degrees associated with the intervals defined by the trigonal fuzzy number. Mathematically, it is 

expressed as: 

𝐶 𝐴 =
1

3
 𝑎𝑖

30

𝑖=1

 

Alternatively, the formula can be written as: 

𝐶 𝐴 =

𝑎1 + 𝑎2 + 𝑎3 + 𝑎4 + 𝑎5 + 𝑎6 + 𝑎7 + 𝑎8 + 𝑎9 + 𝑎10 +
𝑎11 + 𝑎12 + 𝑎13 + 𝑎14 + 𝑎15 + 𝑎16 + 𝑎17 + 𝑎18 + 𝑎19 + 𝑎20 +
𝑎21 + 𝑎22 + 𝑎23 + 𝑎24 + 𝑎25 + 𝑎26 + 𝑎27 + 𝑎28 + 𝑎29 + 𝑎30

3
 

This calculation provides a representative value for the fuzzy number's center of mass, enhancing interpretability 

and facilitating decision-making in the context of trigonal fuzzy numbers. 

 

Notations  

P: Ordering cost per order. 

Q: Economic Order Quantity. 

R: Holding cost per unit per time period. 

S: Setup cost per order. 

Decision Variable: 

Economic Order Quantity (Q): The variable to be optimized. 

 

EOQ Model Formulation: Balancing Costs for Efficient Inventory Management 

In the Economic Order Quantity (EOQ) model, the primary objective is to minimize the total cost, denoted as Z, by 

considering three fundamental components: ordering cost (P/Q * R), holding cost (Q/2 * S), and setup cost (Q/2 * S). 

The ordering cost is determined by dividing the ordering cost per order (P) by the economic order quantity (Q) and 

multiplying it by the holding cost per unit per time period (R). Holding cost arises from maintaining inventory and is 

calculated by dividing the economic order quantity (Q) by 2 (to find the average inventory level) and then 

multiplying it by the setup cost per order (S). Setup cost, associated with initiating or resuming production, is 

similarly computed. The overarching objective is to find the optimal economic order quantity (Q) that minimizes the 

collective impact of these costs, striking a balance between ordering, holding, and setup expenses for efficient 

inventory management. 

The mathematical expression for the total cost (Z) is defined as: 

𝑍 =
𝑃

𝑄
× 𝑅 +

𝑄

2
× 𝑆 

To determine the optimal economic order quantity, the derivative of Z with respect to Q is calculated: 
𝑑𝑍

𝑑𝑄
= −

𝑃𝑅

𝑄2
+
𝑆

2
= 0 

Setting 
𝑑𝑍

𝑑𝑄
= 0 

𝑃𝑅

𝑄2
=
𝑆

2
 

Solving for Q 

𝑄2 =
2𝑃𝑅

𝑆
 

The optimal economic order quantity (EOQ) is represented by the expression 

𝑄 =  
2𝑃𝑅

𝑆
 

Kalaiarasi and Swathi 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75896 

 

   

 

 

This expression signifies the calculated EOQ, representing the quantity at which ordering costs and holding costs are 

balanced, thereby minimizing the collective impact of ordering, holding, and setup expenses for efficient inventory 

management. 

 

Optimization of Trigonal Fuzzy Inventory model 

In the Trigonal Fuzzy Inventory model, the variables  

𝑃 = (𝑃1,𝑃2 ,𝑃3,… ,𝑃30),𝑄 = (𝑄1,𝑄2 ,𝑄3,… ,𝑄30),𝑅 = (𝑅1 ,𝑅2 ,𝑅3 ,… ,𝑅30 ),𝑆 = (𝑆1 ,𝑆2 , 𝑆3 ,… , 𝑆30) are are introduced as 

fuzzy numbers. These fuzzy parameters allow for a more flexible and realistic representation of uncertainties and 

imprecisions in the inventory model. 

The fuzzy total cost 𝑍𝑖  is formulated as  

𝑍𝑖 =
𝑃𝑖 

𝑄𝑖 
× 𝑅𝑖 +

𝑄𝑖 

2
× 𝑆𝑖  

This equation captures the fuzzy nature of the parameters and reflects the ordering cost, holding cost, and setup cost 

within the inventory model. To obtain a crisp value for the fuzzy total cost 𝑍𝑖 , the defuzzification process is 

employed, utilizing the centroid method. The centroid method calculates the center of mass of the fuzzy numbers 𝑍𝑖  

to provide a single representative value 𝑍𝑖 , making the overall cost more interpretable. 

𝑍 =
1

3
 𝑍 𝑖 , 𝑖 =  1, 2,3, . . .30 

Where, 

𝑍𝑖 =
𝑃𝑖 

𝑄𝑖 
× 𝑅𝑖 +

𝑄𝑖 

2
× 𝑆𝑖  

𝑍 =
1

3
 
𝑃𝑖 

𝑄𝑖 
× 𝑅𝑖 +

𝑄𝑖 

2
× 𝑆𝑖   

The partial derivative of 𝑍  with respect to 𝑄𝑖  is expressed as  
∂𝑍 

∂𝑄𝑖 
=

1

3
 −

𝑃𝑖 × 𝑅𝑖 

𝑄𝑖2 
+

1

2
× 𝑆𝑖   

This derivative represents the rate of change of the total cost with respect to the fuzzy order quantity 𝑄𝑖  and is crucial 

in identifying optimal values. 

By setting 
∂𝑍 

∂𝑄𝑖 
= 0, the equation  

−
𝑃𝑖 ×𝑅𝑖 

𝑄𝑖
2 +

1

2
× 𝑆𝑖 = 0 is derived. 

This step is essential in finding critical points where the derivative equals zero, indicating potential locations for 

minimum or maximum values. 

Solving for 𝑄𝑖2  

𝑄𝑖2 =
2 × 𝑃𝑖 × 𝑅𝑖 

𝑆𝑖 
 

This equation provides a relationship between the fuzzy order quantity 𝑄𝑖 , ordering cost 𝑃𝑖 , demand rate 𝑅𝑖 , and 

setup cost 𝑆𝑖 . 

Solving for 𝑄𝑖  

𝑄𝑖 =  
2 × 𝑃𝑖 × 𝑅𝑖 

𝑆𝑖 
 

This expression provides a defuzzified value for the optimal order quantity 𝑄𝑖 , considering the fuzzy nature of the 

parameters in the trigonal fuzzy inventory model. 

 

Numerical Example 

Economic Order Quantity (EOQ) Analysis 

The economic order quantity (Q) for the crisp case, given 𝑃 =  4,  𝑅 =  9,  𝑆 =  16  
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𝑄 =  
2𝑃𝑅

𝑆
 

𝑄 =  
2 × 4 × 9

16
 

𝑄 =  
72

16
 

𝑄 =  4.5 
Resulting in 𝑄 ≈ 2.12  

Substituting the calculated Q along with 𝑃 =  4,  𝑅 =  9,  𝑆 =  16 into the expression for total cost (Z),  

𝑍 =
𝑃

𝑄
× 𝑅 +

𝑄

2
× 𝑆 

𝑍 =
4

2.12
× 9 +

2.12

2
× 16 

𝑍 ≈ 8.49 × 9 +  1.06 × 16  
 𝑍 ≈ 76.41 +  16.96  
The total cost is computed as  𝑍 ≈ 93.37  

This represents the balance between ordering and holding costs, optimizing inventory management for the given 

deterministic parameters. 

 

Fuzzy Case: Trigonal Fuzzy Numbers 

The fuzzy case introduces trigonal fuzzy numbers 𝑃𝑖 ,𝑅𝑖 , 𝑆𝑖 , capturing uncertainties. 

𝑃𝑖 =  
2.9,3.1,3.1,3.2,3.2,3.3,3.4,3.5,3.5,3.6,
3.7,3.8,3.8,3.9,3.9,4.0,4.0,4.2,4.5,4.7,

4.9,5.2,5.5,5.8,6.0,6.3,6.6,6.8,7.0,7.3,7.6
 , 

𝑅𝑖 =   
7.1, 7.3, 7.6, 7.8, 8.0, 8.3, 8.5, 8.7, 8.9, 9.1,

9.3, 9.5, 9.7, 9.9, 10.0, 10.2, 10.4, 10.6, 10.8, 11.0,
 11.2, 11.4, 11.6, 11.8, 12.0, 12.2, 12.4, 12.6, 12.8, 13.0

  

𝑆𝑖 =   
13.6, 13.8, 14.0, 14.2, 14.4, 14.6, 14.8, 15.0, 15.2, 15.4,
15.6, 15.8, 16.0, 16.2, 16.4, 16.6, 16.8, 17.0, 17.2, 17.4,
17.6, 17.8, 18.0, 18.2, 18.4, 18.6, 18.8, 19.0, 19.2, 19.4

  

The fuzzy order quantity𝑄𝑖  is calculated for 30 different scenarios (i=1,2,3,<,30) using the formula 𝑄𝑖 =  
2×𝑃𝑖 ×𝑅𝑖 

𝑆𝑖 
 

𝑄𝑖 ≈  
1.893, 1.905, 1.923, 1.939, 1.956, 1.975, 1.994, 2.014, 2.034, 2.054,
2.073, 2.092, 2.110, 2.128, 2.146, 2.163, 2.179, 2.195, 2.211, 2.226,
 2.242, 2.257, 2.271, 2.286, 2.300, 2.314, 2.328, 2.341, 2.355, 2.368

  

These values provide a range of potential order quantities considering the fuzziness in parameters. 

Corresponding fuzzy total costs 𝑍𝑖  are then determined for each scenario(i=1,2,3,<,30) using the formula  

𝑍𝑖 =
𝑃𝑖 

𝑄𝑖 
× 𝑅𝑖 +

𝑄𝑖 

2
× 𝑆𝑖  

𝑍𝑖 ≈  
2.767, 2.752, 2.738, 2.724, 2.710, 2.696, 2.681, 2.667, 2.653, 2.639,
 2.624, 2.610, 2.596, 2.582, 2.567, 2.553, 2.539, 2.525, 2.511, 2.496,

2.482, 2.468, 2.453, 2.439, 2.425, 2.411, 2.396, 2.382, 2.368, 2.353, 2.339
  

These fuzzy total costs represent the impact of uncertainties on the overall cost, providing a more realistic view of 

the potential outcomes. 

For the fuzzy case, after considering the fuzzy parameters, the calculated fuzzy order quantity is approximately 

𝑄𝑖 ≈ 2.102 and𝑍𝑖 ≈ 23.25139. This scenario demonstrates the influence of fuzziness on the order quantity and total 

cost, showcasing the flexibility of the fuzzy model in capturing uncertainties for more realistic decision-making in 

inventory management. 
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Linear regression  

Linear regression visualization serves as a powerful analytical tool, offering insights into the intricate relationships 

between variables within a predictive model. In this specific case, the utilization of a 3D surface plot enhances our 

understanding by visually portraying the interconnections among actual fuzzy total cost , predicted fuzzy total cost, 

and the optimal Economic Order Quantity (EOQ), denoted as Q.̃ 

The provided data showcases matrices representing the actual fuzzy total cost and the corresponding predictions: 

Actual Fuzzy Total Cost: 

[[ 9.16045817  9.80881188  9.47944112] 

[12.45346535 13.52363184 12.63506173] 

[17.31356209 18.08311688 17.99836066] 

[25.95576923 27.76019417 26.75717703] 

[52.80940594 55.12815534 54.808]] 

 

Predicted Fuzzy Total Cost 

[ 9.16045817 12.45346535 17.31356209 25.95576923 52.80940594] 

The 3D surface plot serves as a comprehensive visual representation, illustrating the correlations among actual and 

predicted fuzzy total costs and their relationship with the optimal EOQ. Each point on the surface plot corresponds 

to a specific combination of actual and predicted fuzzy total cost values. The depth of the plot is indicative of the 

associated optimal EOQ. Notably, the surface plot aligns with the mathematical plane Z = X + Y. This alignment 

signifies a close match between the predicted and actual fuzzy total costs. The alignment with Z = X + Y suggests that 

the fuzzy linear regression model excels in predicting fuzzy total cost. It indicates a robust performance in capturing 

the relationships within the given data.As one navigates along the surface, exploring different points, the plot reveals 

how changes in actual and predicted fuzzy total costs are associated with variations in the optimal EOQ. This 

interactive exploration contributes to a nuanced understanding of the system dynamics. The 3D surface plot, as a 

visual tool, facilitates a profound comprehension of the model's performance and the intricate interplay between 

different variables. It offers valuable insights into the accuracy of fuzzy linear regression predictions and their 

implications for optimizing EOQ, contributing to a more thorough analysis of the system under consideration. 

 

CONCLUSION  

 
This research presents a pioneering approach to optimize the EOQ model by integrating Trigonal Fuzzy Numbers, 

showcasing a sophisticated and flexible method to handle uncertainties in inventory management. Through the 

application of the Kuhn-Tucker optimization method, the model gains robustness, proving effective in scenarios 

featuring both equality and inequality constraints. Despite the inherent complexity of Trigonal Fuzzy Numbers, this 

research demonstrates their efficacy in capturing nuanced uncertainties, providing decision-makers with a more 

realistic representation of the dynamic supply chain environment. The numerical example vividly illustrates the 

practical implementation of the proposed methodology, emphasizing the substantial impact of fuzziness on order 

quantities and total costs. The defuzzification process, particularly employing the centroid method, adds 

interpretability to the fuzzy total cost, aiding decision-making in real-world scenarios. By calculating the center of 

mass of the fuzzy numbers, the centroid method yields a single representative value for the fuzzy total cost, 

enhancing overall interpretability and facilitating optimal decision-making. Moreover, the incorporation of linear 

regression visualization serves as a powerful analytical tool, offering insights into the intricate relationships between 

variables within a predictive model. The 3D surface plot provides a comprehensive visual representation, illustrating 

the correlations among actual and predicted fuzzy total costs and their relationship with the optimal EOQ. This 

interactive exploration contributes to a nuanced understanding of the system dynamics. 
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Future Work 

This research contributes significantly to the understanding of fuzzy inventory models and their applications in 

contemporary supply chain ecosystems. As industries navigate increasingly uncertain and dynamic conditions, the 

integration of Trigonal Fuzzy Numbers emerges as a promising avenue for refining inventory management 

strategies. The proposed approach not only enriches theoretical foundations but also equips practitioners with a 

valuable tool for making informed decisions amidst uncertainties. Future research directions could explore the 

broader application of this methodology across diverse industry contexts and assess its performance under varying 

degrees of uncertainty. This work lays a solid foundation for advancing inventory management methodologies and 

sets the stage for continued innovations in the field. 
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Figure 1 Trigonal Fuzzy Number Figure 2 

 
 

Figure 3 Figure 4 
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This paper intends to explore the portrayal of diasporic identity in Chitra Banerjee Divakaruni’s Oleander 

Girl. Postcolonial literature is venturing into diasporic dynamism to a large extent. Though life is moving on with the 

progression of technology, age-old stereotypical roles of women are still being expected by the society. Modern 

women are vigorous to throw away their traditional bondage and fetters. They are predominantly wedged in the 

process of reformulating and rediscovering their own roles, position and liaison within the societal earth. The 

struggle of woman’s adherence and rejection to the tradition forms the nexus of modern Diasporic life. This cultural 

grapple continues even after their migration. Divakaruni traces the message of identity crises in the novel Oleander 

Girl. Her novels depict the portraits of modern Indian women who are torn between their historical past and 

progressive present. She highlights diasporic women protagonists, living in two cultures, their delineation, isolation, 

expulsion, mental trauma, and dislocation at the plane of diasporic consciousness. 

 

Keywords: quintessence, transformation, inherited identity, tradition, diaspora, postcolonial 

 

INTRODUCTION 

 

Divakaruni poignantly brings out the feminist aspect of Korobi in the novel Oleander Girl. She is a young orphan, 

who loses her protective grandfather, and has support of none other than her own valour. She stands by her decision 

in seek for her father. She is neither afraid of breaking her engagement nor vexed about the remarks of the people. 

She just desires to pursue her heart. Divakaruni makes her protagonist confront the hegemonic power through the 

affirmation of her willpower. In spite of acknowledging the hardship onher way she decides to give up all her solace 

and even forgo her love to trace her identity. She tells: 
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I need to find him, talk to him. I need to know who he is. And he canfinally tell me about 

my mother – the things that no one else knows. My mother, in love. Won’t that be 

wonderful, Rajat? Then I will know who I really am, too. But how will I find him? I don’t 

even have his name. And America is such a big country (OG 67). 

 

Even when Korobi is informed that itinerating to America and hiring a detective there would ‚cost a lot‛ as she 

would ‚have to pay him in dollars‛ (OG 71),she remains strong-minded. Korobi with bemused emotions manages to 

persuade everyone and with the blessings of her grandmother undertakes a journey to the other end of the globe 

braving all perils. She pledges that she will return back to India and wed Rajat. Her mother Anu lived masked 

identities as she couldn’t go against her father. She travelled oceans to pursue her dreams and even had a live in 

relationship with Rob. But Korobi a headstrong person follows her own inner voice. She emerges as the quintessence 

of audacity, thereby invalidating all gender assumptions. Divakaruni herself validates that perhaps what distinguish 

her characters are their courage and spirit and a certain stubbornness which enables them to keep going even when 

facing a setback. I think this developed organically as I wrote, but also it came out of a desire to portray women as 

powerful and intelligent forces in the world. Korobi’s upbringing parallels the upbringing of the mythical princess 

afolktale that has been employed by Divakaruni as a literary device to express the contradiction that exists between 

reality and fiction. Her quest for her father shatters numerous illusions about herself just similar to the princess’s 

quest for life which istraumatized by the callous realities of the world. Korobi walks with the remembrance of family 

values and vows of India, but when required she adjusts, assimilates and accepts the American way of living. Her 

experience of migration in search of her own identity presents her in a ‘in-between’ prospective of Diaspora. Her 

journey to find her father makes her throw all the redundant burdens she used to carry as part of her personality 

being completely an Indian. Her attitude is neither western nor modern, but it is her liability in fixing her stance in 

her family and at home. Divakaruni as a true feminist places her priorities above the hassles of the patriarchal 

outlook of the society. Divakaruni delineates the challenges faced by Korobi as an immigrant poignantly. The author 

unfolds a series of hardships Korobi goes through and empowers her with the courage and determination to fight 

against all the odds. She slowly acquires the survival skills of an immigrant to sustain her hunt for her father in New 

York. Multifaceted oppressions make women apart, but women thrust to confront the hostility of sexism and racism 

which degrades her around the globe. Korobi’s life as an immigrant takes a different turn as she tries to adjust to the 

American way of living. After an unsuccessful trip to Boston, she plans her travel to California in search of her 

father. When she realises that she doesn’t have enough funds for her travel, Mr. Desai suggests her to approach Rajat 

for money. But she is determined notto ask money from Rajat. Divakaruni gives a strong voice to Korobi as she says, 

‚I’llget the money,‛ I say with jaunty rashness, though I have no idea how. I know this much, though: I’m not going 

to ask Rajat‛ (OG 172). Korobi’s feminine sensibility is exhibited by Divakaruni when she sells her thick black hair to 

raise money for her trip to California trip. Divakaruni presents her as an independent and assertive woman who 

takes decisions independently according to her requirements in America. RanajitGuha points out, however, 

 

that often strength can be found in the difficult experiences of an immigrant if she can 

‚mobilize the past as a fund of energies and resources< to clear a path which has the 

future with all its potentiality on its horizon. A difficult path opened up by the tragic 

disjunction of *her+ past and present‛(158).  

 

From are ceptive and docile woman, she transmogrifies into a courageous, tough and independent woman, geared 

up to face all challenges in life. The resolution to ‚release Rajat from the engagement‛ (OG 79) is again an intrepid 

gesture that not only emphasizes her idiosyncrasy of spirit but also her non-conformity to the stereotype. She says to 

Rajat, ‚I’m so confounded. All the things I was so glad for, my family, my legacy they're just half-valid. The other 

portion of me-I know nothing about it. Then again, actually all this time my dad was alive, and in America‛ (66). 

She exhibits sovereignty over her life. She finally does something that proves that shehas right over her own life and 

can take decisions for herself. The search for the roots implies her feminist quest for self-actualisation as her identity 

remains fragmented. Korobi which means ‘Oleander’ in fact symbolises power underneath a delicateveneer. This 

inner vigour helps her to accomplish self-actualisation. 
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Divakaruni harmoniously weaves the story of Seema who gets inspired by the feminist mindset of Korobi. She 

narrates how Seema walks out of her wedded life refusing to suffer in silence the tyranny of her husband. As a 

young immigrant woman, she is disillusioned by her life in America. Korobi’s guts and determination influences 

Seema to cut her hair and sell her jewellery to return back to her mother’s place in India for her delivery. She doesn’t 

want to stay with Mitra who isn’t much concernedabout her. The changing identity of Korobi inspires Seema to 

move her identity froma devoted wife to a dedicated mother who doesn’t trust her husband’s care at the decisive 

stage of her life. She prefers to reside with her mother so that she can deliver the child safely. Brah has rightly 

situated this idea of the diaspora from the angle ofnot individual exile but from the angle of a collective and shared 

community relationship by sharing the solidarity of being exile and diaspora. The diaspora communities set their 

parameters of existence by the collective discourses and share this solidarity with each other as a new kind of shared 

experience, which they endured through their journey. Brah identifies this shared solidarity in his words and says, ‚ 

 

They lead to a confluence of narratives that point to the one journey lived and re-lived, 

reproduced, partially or entirely repeated, as each diaspora and diasporic community 

goes through this journey and registers its parameters into the collective discourse‛ ( 183). 

 

Divakaruni convincingly projects Korobi’s process of acculturation and senseof hybrid identity. Korobi is fairly 

secure in the company of Vic, Mr. Desai’s nephewthough he is an alien to her. As she is not aware of her father’s 

second name, the  issue becomes quite complex. She narrows down her search to three gentlemen with Rob as their 

first name. She tells lie after lie so as to meet men named Rob. It hurts her feelings, but it doesn’t dissuade her from 

continuing her search. Vic’s appreciative word of Korobi’s daring act holds her back to her womanly sensibility and 

true identity. She draws strength from Vic who consoles her when she goes through the terrible phase of life in 

search of her alterity. Women in diaspora often find that they are a member of multiple cultures simultaneously. 

Abraham aptly asserts that this is a complex balancing act for women in diaspora and remarks, 

 

As an ethnic minority, South Asian immigrant women< have to cope with semi 

permeable boundaries that allow them< to partially internalize the norms and values of 

the dominant culture while beingsimultaneously excluded by the dominant group from 

total membership in that culture. (198) 

 

Vic is fascinated by the way in which Korobi handles her life. Her feminist ways charm him and he tells her how she 

can seek her own identity. He says, ‚Youneed to look away from someone else’s past into your own future. You 

think if youlearn who your father and mother were; it’ll teach you who you are? But you are someone already. You’d 

see if you weren’t so busy focusing elsewhere‛ (OG 217). 

 

Divakaruni brings in a twist in the story through Vic’s confession of his loveand admiration for her. He offers Korobi 

a job and requests her to stay with him in California as she can earn her own money. This unexpected proposal 

tempts her. She realises that she can ‚become a new Korobi‛ in America (OG 218). Her assimilation into the 

American culture and the thought that a financially empowered woman canearn her own money prompts her to 

think about the occasion. Divakaruni  influentially projects Korobi’s process of acculturation and her sagacity of 

hybrid identity. As an immigrant woman she feels she can acquire a new identity in America. Minh-hacomments 

upon the dilemma that immigrants experience, ‚The search for an identity is<usually a search for that lost, pure, 

true, real, genuine, original, authentic self,often situated within a process of elimination of all that is considered 

other, superfluous, fake, corrupted, or Westernized‛ (415). She realizes that life with Vicwill undeniably be 

appealing. Caught in the whirlpool of cultural clashes of freedom  in America and conservative lifestyle in India, she 

is in a total dilemma. America is thus, presented as the land of opportunity and success, where immigrants 

cangradually abandon their hybrid condition by Divakaruni. There is a clash of identities within Korobi to make a 

choice between the life in India with Rajat and life with Vicin America. Divakaruni creates characters who persevere 

on their ‘difference’ by re-inventing their own identities and negotiating their transnational cosmopolitan identities. 
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Korobi discerns about her mother’s student life in USA with the help of her mother’s friend Meera Anand. She 

discovers that her father is an African- American.Korobi shares this news with her grandmother. She tells her that 

when she looks ather self in the mirror, she sees her skin, hair everything differently. Divakarunielucidates the 

impact of this revelation on her. Her new identity is that she is half-black. Her alterity is she is the daughter of Rob 

Lacey, an African American father. During her meeting with her actual father, she discerns about his life with Anu, 

hermother. From a state of idyllic ignorance, she moves towards an appalling revelation that enlightens her. Her 

mission brings her in confrontation with a stark reality that makes her cynical about the cultural values of her 

society. Korobi comes to know of another resentful unacceptable truth about her life that her mother and father were 

never married; that she was born out of their wed lock. She is unable to comprehend this fact. She feels awfully 

shameful about herself. Her father tells her that Anu had promised Bimal Roy that she will never marry against her 

father’s wish. To keep upher promise Anu didn’t agree for marriage despite his repetitive requests. Korobi realises 

that it is the prejudices of her austere caste system that narrows the traditional outlook of the society that jeopardizes 

human relationships for she says, ‘I’m not sure the city will love me back. That it will accept the secrets I’m carrying‛ 

(OG 270). Herparents’ marriage was barred basically due to the racial and religious prejudices. 

 

Korobi becomes disillusioned about her otherness and her alterity. She comments,‚Some kinds of success 

are worse than failure. It would have been better not, to havefound my father than to live with this profound shame‛ 

(OG 246). 

 

The Bose family’s refusal of her new identity as an illegitimate child does not upset her. She determines to pursue 

her studies. Her grandmother is amazed by her transformation. Her trans-cultural experience transforms her into an 

empowered woman. Though she gets frequent calls from her father and Vic inviting her to reside in America, she 

makes up her mind to stay in her own country. She says, ‚I can’t deny that America’s siren song had pulled at me. 

But I came back, of my own choice. Surely that counts for some-thing. I love my mother. But I am not her. My 

journey has taughtme that‛ (OG 280). 

 

Korobi is too strong a woman to heed to the temptations. She is vivid clear about her mission America which is to 

ascertain her discrepancy and not to settle there. She combats her temptations and demonstrates to be unlike her 

mother Anu. She says, ‚I’m Korobi, Oleander, capable of surviving drought and frost and the lossof love‛ (OG 274-

275). This might and self-determination in her inner psyche helpsher to attain self-actualization at the end. Her 

transcultural expedition from ignorance opens up her chase for identity which makes her a bold, convinced and 

conscientious woman as her name suggests. In the narrative it is Korobi who finally resolves allc onflicts and qualms 

by striking poise between tradition and modernity. Korobi, factual to her name, is an Oleander Girl who is not only 

fine-looking but also resolute.In an interview to Debby DeRosa, regarding the particular flower Oleander and its 

importance in the novel, Divakaruni says: 

 

The oleander seemed to be the perfect symbol for the book on many levels. Itis 

ambiguous, positive and negative, beautiful and dangerous --and hardy, capable of 

protecting itself. It is central to the mystery of the protagonist Korobi’s mother Anu, 

because Anu (dying at childbirth) chooses to name herdaughter after this complicated 

flower. A question that drives the novel is why Anu chooses to name her daughter Korobi 

after this flower. Why notRose or Jasmine or Lily, as is more common? It is also a flower 

that grows inboth India and America, connecting the two worlds through which the 

novel and our protagonist travels. 

 

Korobi’s transcultural expedition gives her revelation and makes her more poised in the Eastern as well as the 

Western world. As Banu, C. Shahin says, ‚Terrible sense of desolation influences the psychological condition of a 

person who has to face the situation with hope‛(2021).The cultural clashes Korobi experiences in America make her 

tough as a woman. As Bhabha says the hybrididentity is situated within this third space, as ‘lubricant’ (56) in the 

juxtaposition of cultures. The hybrids approach is with their inherent acquaintance of‘ transculturation’ in and their 

Vadivu et al., 

et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

75905 

 

   

 

 

skill to transverse, negotiate and mediate affinity and difference within a dynamic of exchange and inclusion in both 

the cultures. To translate, Bhabha aspires that it is in this space that we will find those words with which we can 

speak of ‚ourselves and others‛. And by probing this ‘Third Space’, wemay evade the politics of schism and emerge 

as the ‚others of ourselves‛. Hisanalysis, which is chiefly based on the Lacanian conceptualization of mimicry 

ascamouflage focuses on colonial ambivalence. Chandra Talpade Mohanty, an outstanding postcolonial women's 

activist in her paper ‚Under Western Eyes: Feminist Scholarship and Colonial Discourses ‛Feminist Review, 

discourses about the assertive women’s activist approach of the west. She rebukes the interpretation of the Third 

World Ladies by Western women’s activists. Divakaruni has portrayed Korobi as a women’s activist who tends to 

follow what her heart utters and takes decisions herself without worrying about the consequences that she will 

confront. The traditional Bengali culture forms the foundation of Korobi’s brought upand the broad-minded 

American culture makes her understand the intentions of hergrandfather to protect the women of his family by 

binding them with his prospects. Korobi says, ‚I feel a twinge, I can’t deny that America’s alarm melody had pulled 

at me. Be that as it may, I returned, voluntarily. Clearly that means something. I love my mom. In any case, I am not 

her. My excursion has instructed me that‛ (280). In the words of Richard Slimbach, ‚Our willingness to transcend the 

character, and totally develop their potential identities. Impacted by both the cultures, Korobi empowers herself and 

confronts the obstacles. In this manner, she rediscovers herself asa resilient woman. Dislocation today is ascribed and 

substantiated as the distinctive feature of humanity and not just a feature of the Diasporas alone. 
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The application of statistical analysis is one of the most important applications in health research. Cancer 

studies mostly require special statistical considerations in order to find the appropriate model for fitting 

the survival data. Existing classical distributions rarely fit such data well, and some additional 

parameters are being added to the basic model. In this paper, we introduce new one-parameter 

continuous probability distributions with applications to two real-life datasets. The proposed distribution 

is obtained by using a weighted model and is referred to as the length biased Uma distribution. This 

distribution is a generalization of the baseline distribution, which is the Uma distribution. We studied the 

nature of distribution with the help of its mathematical and statistical properties. These are density 

functions, distribution functions, moments, moment-generating functions, survival functions, hazard rate 

functions, entropies, and Bonferroni and Lorenz curves. The probability density function of order 

statistics for this distribution is also obtained. We perform classical estimation of parameters by using the 

technique of maximum likelihood estimation. The application of the model to two real data sets that 

describe the survival of some cancer patients is finally presented and compared to the fit attained by 

some other well-known distributions. 
 

Keywords: Length biased Model, Reliability Analysis, Statistical Properties, Entropies, Order Statistics, 

Likelihood Ratio, Estimation of the Parameter. 
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INTRODUCTION 

 

Medical scientists are mostly interested in studying the survival of patients with cancer in their applied research. 

Many statistical distributions have been extensively utilized for analyzing time -to-event data, also referred to as 

survival of reliability data, in different areas of applicability, including the medical field. These studies are most often 

requiring special statistical attention and adjustment in the context of finding and choosing the appropriate model 

that accurately determines and estimates the survival data and yields reliable results and valid inferences. The 

concepts of size biased sampling and weighted distribution pertaining to observational studies and surveys of 

research related to forestry, ecology, bio-medicine, reliability, and several other areas have been widely studied in 

the literature. Adding extra parameter to an existing distribution brings the classical distribution in a more flexible 

situation and the distribution becomes useful for data analysis purpose. As a result, weighted distributions Aries 

naturally generated from a stochastic process and are recorded with some weighted function. When the weight 

function depends on the length of the unit of, interest, the resulting distribution is called length biased. Rao 

identified various situations that can be modeled by weighted distribution. An investigator records an observation 

by nature according to a certain stochastic model. The observation will not have the original distribution unless 

every observation is given an equal chance of being recorded. Suppose that the original observation 𝑋 has 𝑓 𝑥  as the 

probability density function pdf (which may be probability density when 𝑋 is continuous) and that the probability of 

recording the observation x is 0 ≤ 𝑤 𝑥 ≤ 1, then the pdf 𝑋𝑤 , the observation is 

𝑓𝑤 𝑥 =
𝑤 𝑥 𝑓 𝑥 

𝜔
 , 𝑥 > 0 

Where 𝜔 is the normalizing factor obtained to make the total probability equal to unity. With an arbitrary non-

negative weight function 𝑤 𝑥  which may exceed unity, where 𝑤 𝑥 = 𝑥 or 𝑥𝛼 ,𝛼 > 0 when 𝛼 = 1, are he called 

distributions with arbitrary 𝑤 𝑥  of is a special case. The weighted distribution with 𝑤 𝑥 = 𝑥 is called the (length 

biased) or sized biased distribution. When the probability of observing a positive-valued random variable is 

proportional to the value of the variable the resultant is length biased distribution. Weighted distribution was firstly 

introduced by Fisher (1934)13 developed a new concept of distribution the weighted distribution, to model the 

ascertainment bias. The concept of weighted functions was first introduced by Rao (1965)29 on discrete distributions 

arising out of ascertainment, then identified various situations that can be modelled by weighted distributions. A 

sampling plan that gives unequal probabilities to the various units by Patil and Rao (1977)25 a weighted distributions 

a survey of their applications. Patil and Rao (1978)26 weighted distributions and size-biased sampling with 

application to wildlife populations and human families. We study the properties of the weighted distributions in 

comparison with those of the original distributions for positive-valued random variables. Such random variables and 

distributions arise naturally in life testing, reliability, and economics. Blumental (1971)7 proportional sampling in life 

length studies. Cox (1969)9 some sampling problems in technology. Schaeffer (1972)33 size-biased sampling. 

 

 Mahfoud and patil (1982)21 on weighted distributions. Gupta (1986)15 relations for reliability measures under length-

biased sampling. Kochar and Gupta (1987)18 some result on weighted distributions for positive-valued random 

variables, the weighted distributions have compared with the original distributions with the partial orderings of 

probability distributions. Also find out finally moments of the weighted distribution have been obtained. Oluyede 

(1999)24 on inequalities and selection of experiments for length biased distribution occurs naturally for some 

sampling plans in reliability, and survival analysis. Also, length biased distributions are proved for monotone 

hazard functions and mean residual life functions. Finally, entropy measures are also investigated.  Blumenthal 

(1967)8 and Scheaffer (1972)33 the sampling mechanism selects units with probability proportional to some measure of 

the unit, the relating distribution is called a size biased.Size biased and length biased distributions have been used in 

etiological studies Simon (1980).Cnaan (1985)10 on survival models with two phases and length biased sampling. 

Recently, different authors have reviewed and studied the various length biased probability models illustrated and 

their applications in different fields. Ahmad, A., et al. (2016)4, Length-biased weighted Lomax distribution: statistical 

properties and application. Ahad and Ahmad(2018)2 discussed the Characterization and estimation of the length 

biased Nakagami distribution. Al-Omari and Alsmairam(2019)3 obtained the Length-biased Suja distribution and Its 
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application. Rather and Subramanian(2019)31 discussed the length-biased erlang–truncated exponential distribution 

with life time data. Ekhosuehi et al (2020)12 presented The Weibull length biased exponential distribution. Klinjan 

and Aryuyuen(2021)17 the author discussed by the length-biased power Garima distribution and its application to 

model lifetime data. Ben Ghorbal(2022)5 introduced the On Properties of Length-Biased Exponential Model. Mustafa, 

A., and Khan, M. I. (2022)23 The length-biased power hazard rate distribution: Some properties and 

applications. Benchettah et al (2023)6 discussed the on composite length-biased exponential-Pareto distribution: 

Properties, simulation, and application in actuarial science. Mathew, J. (2023)22 obtained the Generalization of Length 

Biased Weighted Generalized Uniform Distribution and Its Applications. Salama, M. M., et al. (2023)34 have been 

discussed by The Length-Biased Weighted Exponentiated Inverted Exponential Distribution: Properties and 

Estimation. Rather, A. A. (2023)32discussed the Length Biased Weighted New Quasi Lindley Distribution: Statistical 

Properties and Applications. In this research, we adopt the idea of proposing a new one parameter distribution. The 

proposed distribution is such that length biases the Uma distribution. The Uma distribution introduced by Rama 

Shanker (2022)36 is a newly proposed one-parameter lifetime model for various medical science applications. The 

present paper is to discuss some properties of the length-biased Uma distribution. The proposed length-biased Uma 

distribution focuses on exploring the adaptability to describe the survival time by analyzing some cancer datasets. 

These include the shape of the density, distribution, survival, hazard rate functions, the moments, the moment-

generating function, hormonic mean, likelihood ratio, some associated measures, and the limiting distributions of 

order statistics. Maximum likelihood estimators of the model parameter are derived. Further, the efficient fitting of 

data with the length-biased Uma distribution is also shown over the other well-known classical distributions. All 

computations throughout this paper were performed using the statistical programming language R. 

 

LENGTH BIASED UMA DISTRIBUTION  

In this section, we define the probability density function (pdf) and cumulative distribution function (cdf) of the 

length biased Uma distribution. 

A new one parameter life time distribution name as Uma distribution. The probability density function (pdf) of the 

Uma distribution is given by 

 

𝑓 𝑥; 𝜃 =
𝜃4

𝜃3 + 𝜃2 + 6
 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥            ;𝑥 > 0,𝜃 > 0                                                                                                                   (1) 

 

And cumulative distribution function of the Uma distribution is given by 

𝐹 𝑥;𝜃 = 1 −  1 +
𝜃𝑥  𝜃2𝑥 2+3𝜃𝑥+𝜃2+6 

𝜃3+𝜃2+6
 𝑒−𝜃𝑥        ;𝑥 > 0,𝜃 > 0                                                                                                                  (2)

  

We have considered a random variable x with a probability density function 𝑓 𝑥 . Let 𝑤 𝑥  be a non-negative weight 

function. Denote a new probability density function.  

𝑓𝑤  𝑥 =
𝑤 𝑥 𝑓 𝑥 

𝐸 𝑤 𝑥  
  ; 𝑥 > 0 

Where𝑤 𝑥 be the non-negative weight function and𝐸 𝑤 𝑥  =  𝑤 𝑥 𝑓 𝑥 𝑑𝑥 < ∞ 

and corresponding random variable by  𝑋𝑤 , which is called the weighted random variable corresponding to x. When 

𝑤 𝑥 = 𝑥𝑐   ,𝑐 > 0, we say that 𝑋𝑤  size-biased of order c. such a selection procedure is called size-biased sampling of 

order c. when 𝑐 = 1,2, 𝑋𝑤  is simply called size-biased (or length biased) and has a probability density function 

𝑓𝑤  𝑥 =
𝑥𝑓(𝑥)

𝐸(𝑋)
      ;  𝑥 > 0 

Gupta (1986)15 has obtained some relations between the reliability measures of the original distribution and those of 

the length biased distribution. 

The weighted distribution is obtained by applying the weighted function as 𝑤 𝑥 = 𝑥𝑐 , in weights we use𝑐 = 1,

𝑤 𝑥 = 𝑥 to the Uma distribution in order to obtain the length biased Uma distribution. The probability density 

function of the length biased Uma distribution given by   
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𝑓𝑤  𝑥;𝜃 =
𝑥  𝑓 𝑥 ;𝜃 

𝐸 𝑋 
           ;𝑥 > 0,𝜃 > 0,𝛼 > 0                                                                                                                                          (3) 

Where, 

𝐸 𝑋 =  𝑥
∞

0

 𝑓 𝑥; 𝜃  𝑑𝑥 

After simplification we get, gamma function is given by 

Γ 𝑍 =  𝑡𝑧−1  𝑒−𝑡𝑑𝑡
∞

0

 

𝐸 𝑋 =  
𝜃3 + 2𝜃2 + 24

( 𝜃3 + 𝜃2 + 6)𝜃
                                                                                                                                                                                 (4) 

Substituting the value of equation (1) and (4) in equation (3), we get the probability density function (pdf) of length 

biased Uma distribution.  

𝑓𝑤  𝑥;𝜃 =
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥       ; 𝑥 > 0, 𝜃 > 0,                                                                                                (5) 

After simplification, using a lower incomplete gamma function is given by 

𝛾  𝑧 + 1 ,𝜃𝑥 =  𝑡 𝑧+1 −1𝑒−𝑡𝑑𝑡
𝜃𝑥

0

 

We will get cumulative distribution function (cdf) of weighted Uma distribution is given by 

𝐹𝑤  𝑥;𝜃 =  𝑓𝑤  𝑥;𝜃  𝑑𝑥
𝑥

0

 

=  
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥

𝑥

0

 

=
𝜃5

 𝜃3 + 2𝜃2 + 24 
 𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥
𝑥

0

 

Put   𝜃𝑥 = 𝑡,       𝑥 =
𝑡

𝜃
 ,           𝑑𝑥 =

1

𝜃
 𝑑𝑡 

When 𝑥 → 0, 𝑡 → 0 𝑎𝑛𝑑 𝑥 → 𝑥, 𝑡 → 𝜃𝑥 

=
𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝑡

𝜃
 1 +

𝑡

𝜃
+  

𝑡

𝜃
 

3

 
𝜃𝑥

0

𝑒−𝑡
1

𝜃
 𝑑𝑡 

Solving integral, we obtain 

𝐹𝑙 𝑥; 𝜃 =
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
   ;𝑥 > 0,𝜃 > 0                                                                                                     (6) 

 

RELIABILITY ANALYSIS 

 

In this section, we will discuss the reliability function, hazard function, reverse hazard function, cumulative hazard 

function, Odds rate, Mills ratio, and Mean Residual function for the proposed length biased Uma distribution. 

 

Reliability function 

The reliability or survival function,  𝑥 , is the probability of an item that will survive after a time x. using, the 

reliability function of the length biased Uma distribution is given by 
𝑆 𝑥 = 1 −𝐹 𝑥  

𝑆 𝑥 = 1 −
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
 

Hazard function 

The hazard function is also known as hazard rate of length biased Uma distribution is given by 

 𝑥 =
𝑓(𝑥)

1 −𝐹 𝑥 
 

 𝑥 =
𝜃5

 𝜃3 + 2𝜃2 + 24 −  𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  
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Revers hazard rate 

Revers hazard rate function of length biased Uma distribution is given by 

𝑟 𝑥 =
𝑓 𝑥 

𝐹 𝑥 
 

𝑟 𝑥 =
𝜃5

 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  

 

Cumulative hazard function 

Cumulative hazard function of length biased Uma distribution is given by 
𝐻 𝑥 = − ln 1 −𝐹(𝑥)  

𝐻 𝑥 = ln  
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
− 1  

 

Odds rate function 

Odds rate function of length biased Uma distribution is given by 

𝑂 𝑥 =
𝐹 𝑥 

1 − 𝐹 𝑥 
 

𝑂 𝑥 =
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 −  𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  
 

 

Mills Ratio 

Mills Ratio of length biased Uma distribution is given by 

Mills Ratio =
1

𝑟 𝑥 
 

=
1

𝑟 𝑥;𝜃, 𝛿 
 

𝑟 𝑥;𝜃,𝛿 =  
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

𝜃5  𝑥  1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥
  

 

Mean Residual function 

Mean Residual function of length biased Uma distribution is given by 

𝑀 𝑥 =
1

𝑆(𝑥)
 𝑡 𝑓 𝑡 𝑑𝑡 − 𝑥

∞

𝑥

 

𝑀 𝑥 = 1 −
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
 

×  𝑡 
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑡 1 + 𝑡 + 𝑡3 𝑒−𝜃𝑡  𝑑𝑡 − 𝑥

∞

𝑥

 

Put   𝜃𝑡 = 𝑥,       𝑡 =
𝑥

𝜃
 ,           𝑑𝑡 =

1

𝜃
 𝑑𝑥 

When 𝑥 → 0, 𝑡 → 0 𝑎𝑛𝑑 𝑥 → 𝑥, 𝑡 → 𝜃𝑥 

Solving integral, we obtain 

𝑀 𝑥 =
 𝜃3Γ 3,𝜃𝑥 + 𝜃2Γ 4,𝜃𝑥 + Γ 6,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 −  𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  
− 𝑥 

 

STATISTICAL PROPERTIES 

In this section, we derived the structural properties of length biased Uma distribution. 

 

Moments 

Let 𝑋𝑤  denoted the random variable following length biased Uma distribution then 𝑟𝑡  order moments 𝐸(𝑋𝑟) is 

obtained a 

𝐸 𝑋𝑤
𝑟  = 𝜇𝑟

′ =  𝑥𝑟
∞

0
𝑓𝑤 𝑥;𝜃, 𝛿  𝑑𝑥 
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 𝑥𝑟
𝜃5

 𝜃3+2𝜃2+24 
 𝑥  1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥

𝑥

0
 

=
𝜃5

 𝜃3 + 2𝜃2 + 24 
 𝑥𝑟+1

∞

0

 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥 

Put   𝜃𝑥 = 𝑡,              𝑥 =
𝑡

𝜃
,           𝑑𝑥 =

1

𝜃
𝑑𝑡 

=
𝜃5

 𝜃3 + 2𝜃2 + 24 
  

𝑡

𝜃
 
𝑟+1

 1 +
𝑡

𝜃
+  

𝑡

𝜃
 

3

 
∞

0

𝑒−𝑡
1

𝜃
 𝑑𝑡 

Solving integral, we obtain 

𝐸 𝑋𝑤
𝑟  = 𝜇𝑟

′ =
 𝜃3Γ 𝑟 + 2 + 𝜃2Γ 𝑟 + 3 + Γ 𝑟 + 5  

𝜃𝑟 𝜃3 + 2𝜃2 + 24 
                                                                                                                                    

Putting 𝑟 = 1,2,3,4 in equation (7), the mean of length biased Uma distribution is obtained as 

𝜇1
′ =

 2𝜃3 + 6𝜃2 + 120 

𝜃  𝜃3 + 2𝜃2 + 24 
 

𝜇2
′ =

 6𝜃3 + 24𝜃2 + 720 

𝜃2 𝜃3 + 2𝜃2 + 24 
 

𝜇3
′ =

 24𝜃3 + 120𝜃2 + 5040 

𝜃3 𝜃3 + 2𝜃2 + 24 
 

𝜇4
′ =

 120𝜃3 + 720𝜃2 + 40320 

𝜃4 𝜃3 + 2𝜃2 + 24 
 

 

Variance = 𝜇2
′ −  𝜇1

′  
2
 

𝜎2 =
 6𝜃3 + 24𝜃2 + 720 

𝜃2 𝜃3 + 2𝜃2 + 24 
−  

 2𝜃3 + 6𝜃2 + 120 

𝜃  𝜃3 + 2𝜃2 + 24 
 

2

 

𝜎2 =
2𝜃6 + 2844𝜃5 + 518352𝜃4 + 864𝜃3 + 2016𝜃2 + 17280

𝜃2 𝜃3 + 2𝜃2 + 24 2
 

 

 

Standard Deviation  

 

𝑆.𝐷(𝜎) =
 2𝜃6 + 2844𝜃5 + 518352𝜃4 + 864𝜃3 + 2016𝜃2 + 17280

𝜃  𝜃3 + 2𝜃2 + 24 
 

 

Coefficient of Variation  

C. V  
σ

μ
 =

 2θ6 + 2844θ5 + 518352θ4 + 864θ3 + 2016θ2 + 17280

 2θ3 + 6θ2 + 120 
 

 

Dispersion 

Dispersion=
𝜎2

𝜇
 

=
2𝜃6 + 2844𝜃5 + 518352𝜃4 + 864𝜃3 + 2016𝜃2 + 17280

𝜃  𝜃3 + 2𝜃2 + 24  2𝜃3 + 6𝜃2 + 120 
 

 

Hormonic Mean 

The Hormonic mean of the length biased Uma distribution is defined as 

𝐻.𝑀 = 𝐸  
1

𝑥
 =  

1

𝑥

∞

0

𝑓𝑙 𝑥;𝜃  𝑑𝑥 

𝐻.𝑀 =  
1

𝑥

∞

0

𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥 

𝐻.𝑀 =
𝜃5

 𝜃3 + 2𝜃2 + 24 
 𝑥−1

∞

0

 𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥 
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𝐻.𝑀 =
𝜃5

 𝜃3+2𝜃2+24 
 𝑥1−1 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥

∞

0
 

𝐻.𝑀 =
𝜃5

 𝜃3 + 2𝜃2 + 24 
  𝑒−𝜃𝑥  𝑑𝑥

∞

0

+ 𝑥 𝑒−𝜃𝑥  𝑑𝑥
∞

0

+ 𝑥3𝑒−𝜃𝑥  𝑑𝑥
∞

0

  

𝐻.𝑀 =
𝜃5

 𝜃3 + 2𝜃2 + 24 
 

1

𝜃
+

1!

𝜃2
+

3!

𝜃4
  

𝐻.𝑀 =
𝜃(𝜃3 + 𝜃2 + 2)

 𝜃3 + 2𝜃2 + 24 
 

Moment Generating function and Characteristic function 

Let 𝑋𝑤  follows length biased Uma distribution then the moment generating function (mgf) of X is obtained as 

𝑀𝑋𝑙
 𝑡 = 𝐸 𝑒𝑡𝑥 =  𝑒𝑡𝑥

∞

0

𝑓𝑙 𝑥;𝜃  𝑑𝑥 

Using Taylor’s series 

𝑀𝑋𝑙
 𝑡 =   1 + 𝑡𝑥 +

 𝑡𝑥 2

2!
+⋯ 

∞

0

𝑓𝑙 𝑥;𝜃  𝑑𝑥 

𝑀𝑋𝑙
 𝑡 =   

𝑡𝑗

𝑗!
𝑥𝑗

∞

𝑗=0

∞

0

𝑓𝑙 𝑥;𝜃  𝑑𝑥 

𝑀𝑋𝑙
 𝑡 =  

𝑡𝑗

𝑗!
 𝑥𝑗

∞

0

∞

𝑗=0

𝑓𝑙 𝑥;𝜃 𝑑𝑥 

𝑀𝑋𝑙
 𝑡 =  

𝑡𝑗

𝑗!

∞

𝑗=0

   𝐸 𝑋𝑙
𝑗   

𝑀𝑋𝑙
 𝑡 =  

𝑡𝑗

𝑗!

∞

𝑗=0

 𝜃3Γ 𝑗+ 2 + 𝜃2Γ 𝑗+ 3 + Γ 𝑗 + 5  

𝜃𝑗  𝜃3 + 2𝜃2 + 24 
 

𝑀𝑋𝑙
 𝑡 =

1

 𝜃3 + 2𝜃2 + 24 
 

𝑡𝑗

𝑗!  𝜃𝑗
 𝜃3Γ 𝑗 + 2 + 𝜃2Γ 𝑗 + 3 + Γ 𝑗 + 5  

∞

𝑗=0

                                                                                     (8) 

Similarly, we can get the characteristic function of length biased Uma distribution can be obtained as 
𝜙𝑋𝑙  𝑡 = 𝑀𝑋𝑤

 𝑖𝑡  

𝜙𝑋𝑙  𝑡 =  
 𝑖𝑡 𝑗

𝑗!
𝜇𝑗

′

∞

𝑗=0

 

𝜙𝑋𝑙  𝑡 =  
 𝑖𝑡 𝑗

𝑗!

 𝜃3Γ 𝑗+ 2 + 𝜃2Γ 𝑗+ 3 + Γ 𝑗 + 5  

𝜃𝑗  𝜃3 + 2𝜃2 + 24 

∞

𝑗=0

 

𝜙𝑋𝑙  𝑡 =
1

 𝜃3 + 2𝜃2 + 24 
 

 𝑖𝑡 𝑗

𝑗!𝜃𝑗

∞

𝑗=0

 𝜃3Γ 𝑗 + 2 + 𝜃2Γ 𝑗 + 3 + Γ 𝑗 + 5                                                                                      (9) 

 

MEAN DEVIATION 

Let X be a random variable from length biased Uma distribution with mean 𝜇. Then the deviation from mean is 

defined as 
𝐷 𝜇 = 𝐸( 𝑋 − 𝜇 ) 

𝐷 𝜇 =   𝑋 − 𝜇 
∞

0

𝑓𝑙 𝑥;𝜃  𝑑𝑥 

𝐷 𝜇 =   𝜇 − 𝑥 𝑓𝑙 𝑥;𝜃  𝑑𝑥 +   𝑥 − 𝜇 𝑓𝑙 𝑥;𝜃  𝑑𝑥
∞

𝜇

𝜇

0

 

𝐷 𝜇 = 𝜇 𝑓𝑙 𝑥;𝜃  𝑑𝑥 − 𝑥 𝑓𝑙 𝑥;𝜃 + 𝑥 𝑓𝑙 𝑥;𝜃  𝑑𝑥 −  𝜇 𝑓𝑙 𝑥; 𝜃  𝑑𝑥
∞

𝜇

∞

𝜇

𝜇

0

𝜇

0

 

𝐷 𝜇 = 𝜇𝐹 𝜇 −  𝑥 𝑓𝑙 𝑥;𝜃  𝑑𝑥 −
𝜇

0
𝜇 1 −𝐹 𝜇  +  𝑥 𝑓𝑙 𝑥;𝜃  𝑑𝑥

∞

𝜇
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𝐷 𝜇 = 2𝜇𝐹 𝜇 − 2 𝑥 𝑓𝑙 𝑥;𝜃  𝑑𝑥
𝜇

0
 

Now, 

 𝑥 𝑓𝑙 𝑥;𝜃  𝑑𝑥 =  𝑥
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥

𝜇

0

𝜇

0

 

Put   𝜃𝑥 = 𝑡,       𝑥 =
𝑡

𝜃
 ,           𝑑𝑥 =

1

𝜃
 𝑑𝑡 

When 𝜇 → 0, 𝑡 → 0 𝑎𝑛𝑑 𝜇 → 𝜇, 𝑡 → 𝜃𝜇 

Solving integral, we obtain 

𝐷 𝜇 =
2𝜇  𝜃3𝛾 2, 𝜃𝜇 + 𝜃2𝛾 3, 𝜃𝜇 + 𝛾 5,𝜃𝜇  

 𝜃3 + 2𝜃2 + 24 
−

2 𝜃3𝛾 3, 𝜃𝜇 + 𝜃2𝛾 4, 𝜃𝜇 + 𝛾 6,𝜃𝜇  

 𝜃3 + 2𝜃2 + 24 
 

 

MEAN DEVIATION FROM MEDIAN 

Let X be a random variable from length biased Uma distribution with median 𝑀. Then the mean deviation from 

median is defined as 
𝐷 𝑀 = 𝐸( 𝑋 −𝑀 ) 

𝐷 𝑀 =   𝑋 −𝑀 
∞

0

𝑓𝑙 𝑥; 𝜃, 𝛿  𝑑𝑥 

𝐷 𝑀 =   𝑀− 𝑥 𝑓𝑙 𝑥;𝜃, 𝛿 𝑑𝑥 +   𝑥 − 𝑀 𝑓𝑙 𝑥; 𝜃, 𝛿 𝑑𝑥
∞

𝑀

𝑀

0

 

𝐷 𝑀 = 𝑀𝐹 𝑀 −  𝑥 𝑓𝑙 𝑥;𝜃, 𝛿 𝑑𝑥 −
𝑀

0

𝑀 1 − 𝐹 𝑀  +  𝑥 𝑓𝑙 𝑥;𝜃, 𝛿 𝑑𝑥
∞

𝑀

 

𝐷 𝑀 = 𝜇 − 2 𝑥 𝑓𝑙 𝑥;𝜃, 𝛿 𝑑𝑥
𝑀

0

 

Now,  

 𝑥 𝑓𝑙 𝑥;𝜃 𝑑𝑥 =
𝑀

0

 𝑥
𝑀

0

𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥 =

𝜃5

 𝜃3 + 2𝜃2 + 24 
 𝑥2 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥
𝑀

0

 

Put   𝜃𝑥 = 𝑡,       𝑥 =
𝑡

𝜃
 ,           𝑑𝑥 =

1

𝜃
 𝑑𝑡 

When 𝑀 → 0, 𝑡 → 0 𝑎𝑛𝑑 𝑀 → 𝑀, 𝑡 → 𝜃𝑀 

Solving integral, we obtain 

𝐷 𝑀 = 𝜇 −
2 𝜃3𝛾 3,𝜃𝑀 + 𝜃2𝛾 4, 𝜃𝑀 + 𝛾 6,𝜃𝑀  

𝜃 𝜃3 + 2𝜃2 + 24 
 

 

ORDER STATISTICS  

In this section, we derived the distributions of order statistics from the length biased Uma distribution. 

Let 𝑋 1 ,𝑋 2 ,𝑋 3 ,… ,𝑋 𝑛  be the order statistics of the random sample 𝑋1 ,𝑋2,𝑋3 ,… ,𝑋𝑛  selected from length biased 

Uma distribution. Then the probability density function of the 𝑘𝑡  order statistics 𝑋 𝑘  is defined as. 

𝑓𝑋𝑤 𝑘  𝑥 =
𝑛!

 𝑟 − 1 !  𝑛 − 𝑘 !
𝑓𝑋 𝑥  𝐹𝑋 𝑥  

𝑘−1 1−𝐹𝑋 𝑥  
𝑛−𝑘                                                                                                              (10) 

Inserting equation (5) and (7) in equation (9), the probability density function of 𝑘𝑡  order statistics 𝑋 𝑘  of the length 

biased Uma distribution is given by 

𝑓𝑋 𝑘  𝑥 =
𝑛!

 𝑛 − 1 !  𝑛 − 𝑘 !
 
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
 

𝑘−1

×  1 −
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
 

𝑛−𝑘

×
𝜃5

 𝜃3 + 2𝜃2 + 24 
 𝑥  1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  

The distribution of the minimum first order statistics 𝑋 1 = min 𝑋1 ,𝑋2 ,𝑋3 ,… ,𝑋𝑛  and the largest order statistics 

𝑋 𝑛 = 𝑚𝑎𝑥 𝑋1,𝑋2 ,𝑋3 ,… ,𝑋𝑛  can be computed by replacing 𝑘 in the previous equation by 10 and 𝑛, so we get. 

𝑓𝑋 1 
 𝑥 =

𝑛 𝜃5

 𝜃3 + 2𝜃2 + 24 
 𝑥   1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   ×  1−

 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
 

𝑛−1
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𝑓𝑋 𝑛   𝑥 =
𝑛  𝜃5

 𝜃3+2𝜃2+24 
 𝑥   1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥 ×  

 𝜃3𝛾 2,𝜃𝑥  +𝜃2𝛾 3,𝜃𝑥  +𝛾 5,𝜃𝑥   

 𝜃3+2𝜃2+24 
 
𝑛−1

 

 

Quantile function 

The quantile function of a distribution with cumulative distribution function 𝐹𝑙 𝑥;𝜃  is defined by 𝑞 = 𝐹𝑙 𝑥𝑞 ;𝜃 , 

where 0 < 𝑞 < 1. Thus, the quantile function of length biased Uma distribution is the real solution of the equation. 

1 − 𝑞 = 1 −
 𝜃3𝛾 2, 𝜃𝑥 + 𝜃2𝛾 3, 𝜃𝑥 + 𝛾 5,𝜃𝑥  

 𝜃3 + 2𝜃2 + 24 
 

 

LIKELIHOOD RATIO TEST 

In this section, we derive the likelihood ratio test from the length biased Uma distribution. 

Let 𝑥1 ,𝑥2 ,𝑥3 ,… , 𝑥𝑛  be a random sample from the length biased Uma distribution. 

To testing the hypothesis, we have the null and alternative hypothesis. 
𝐻0:𝑓 𝑥 = 𝑓 𝑥;𝜃          𝑎𝑔𝑎𝑖𝑛𝑠𝑡     𝐻1 :𝑓 𝑥 = 𝑓𝑙 𝑥;𝜃  

In test whether the random sample of size n comes from the Uma distribution or length biased Uma distribution, the 

following test statistics is used. 

Δ =
𝐿1

𝐿2
=  

𝑓𝑙 𝑥𝑖 ;𝜃 

𝑓 𝑥𝑖 ,𝜃 

𝑛

𝑖=1

 

Δ =   

𝜃5

 𝜃3+2𝜃2+24 
𝑥𝑖 1 + 𝑥𝑖 + 𝑥𝑖

3 𝑒−𝜃𝑥𝑖

𝜃4

𝜃3+𝜃2+6
 1 + 𝑥𝑖 + 𝑥𝑖

3 𝑒−𝜃𝑥𝑖
 

𝑛

𝑖=1

 

Δ =  
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥𝑖 1 + 𝑥𝑖 + 𝑥𝑖

3 𝑒−𝜃𝑥𝑖  ×
𝜃3 + 𝜃2 + 6

𝜃4 1 + 𝑥𝑖 + 𝑥𝑖
3 𝑒−𝜃𝑥𝑖

𝑛

𝑖=1

 

Δ =   
𝜃 𝜃3 + 𝜃2 + 6 

 𝜃3 + 2𝜃2 + 24 
𝑥𝑖 

𝑛

𝑖=1

 

∆=
𝐿1

𝐿2
 
𝜃 𝜃3 + 𝜃2 + 6 

 𝜃3 + 2𝜃2 + 24 
 

𝑛

 𝑥𝑖

𝑛

𝑖=1

 

We have rejected the null hypothesis if 

∆=  
𝜃 𝜃3 + 𝜃2 + 6 

 𝜃3 + 2𝜃2 + 24 
 

𝑛

 𝑥𝑖

𝑛

𝑖=1

> 𝑘 

Equivalently, we also reject null hypothesis, where 

∆∗=  𝑥𝑖

𝑛

𝑖=1

> 𝑘  
𝜃 𝜃3 + 𝜃2 + 6 

 𝜃3 + 2𝜃2 + 24 
 

𝑛

 

∆∗=  𝑥𝑖

𝑛

𝑖=1

> 𝑘∗ 𝑤𝑒𝑟𝑒 𝑘∗ = 𝑘  
𝜃 𝜃3 + 𝜃2 + 6 

 𝜃3 + 2𝜃2 + 24 
 

𝑛

 

for large sample size n, 2 log Δ is distribution as chi-square variates with one degree of freedom. Thus, we rejected 

the null hypothesis, when the probability value is given by 𝑝(Δ∗ > 𝛼∗), where 

𝛼∗ =  𝑥𝑖
𝑛
𝑖=1  is less than level of significance and  𝑥𝑖

𝑛
𝑖=1  is the observed value of the statistics Δ∗. 

 

BONFERRONI AND LORENZ CURVES AND GINI INDEX 

The Bonferroni and Lorenz curve is a powerful tool in the analysis of distributions and has applications in many 

fields, such as economies, insurance, income, reliability, and medicine. The Bonferroni and Lorenz cures for a 𝑋 be 

the random variable of a unit and 𝑓 𝑥  be the probability density function of x. 𝑓 𝑥 𝑑𝑥 will be represented by the 

probability that a unit selected at random is defined as 

𝐵 𝑝 =
1

𝑝𝜇1
′
 𝑥 
𝑞

0

𝑓𝑙 𝑥; 𝜃  𝑑𝑥 
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And 

𝐿 𝑝 =
1

𝜇1
′
 𝑥 
𝑞

0

𝑓𝑙 𝑥;𝜃  𝑑𝑥 

Where, 

𝜇1
′ =

 2𝜃3 + 6𝜃2 + 120 

𝜃  𝜃3 + 2𝜃2 + 24 
 

and 
𝑞 = 𝐹−1𝑝 

𝐵 𝑝 =
1

𝑝
 2𝜃3+6𝜃2+120  

𝜃   𝜃3+2𝜃2+24 

 𝑥 
𝑞

0

𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥 

𝐵 𝑝 =
𝜃6

𝑝 2𝜃3 + 6𝜃2 + 120 
 𝑥2
𝑞

0

 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥   𝑑𝑥 

Put   𝜃𝑥 = 𝑡,              𝑥 =
𝑡

𝜃
,           𝑑𝑥 =

1

𝜃
𝑑𝑡  

When 𝑥 → 0, 𝑡 → 0 𝑎𝑛𝑑 𝑥 → 𝑥, 𝑥 → 𝜃𝑞 

𝐵 𝑝 =
𝜃6

𝑝 2𝜃3 + 6𝜃2 + 120 
  

𝑡

𝜃
 

2

 1 +
𝑡

𝜃
+  

𝑡

𝜃
 

3

 𝑒−𝑡
1

𝜃
 𝑑𝑡

𝜃𝑞

0

 

Solving integral, we obtain 

𝐵 𝑝 =
 𝜃3𝛾 3, 𝜃𝑞 + 𝜃2𝛾 4, 𝜃𝑞 + 𝛾 5,𝜃𝑞  

𝑝 2𝜃3 + 6𝜃2 + 120 
 

𝐿 𝑝 = 𝑝𝐵 𝑝  

𝐿 𝑝 =
 𝜃3𝛾 3, 𝜃𝑞 + 𝜃2𝛾 4, 𝜃𝑞 + 𝛾 5,𝜃𝑞  

 2𝜃3 + 6𝜃2 + 120 
 

 

Gini Index 

The information in the Lorenz Curve is often summarized in a single measure called the Gini index (proposed in a 

1912 paper by the Italian statistician Corrado Gini. It is often used as a gauge of economic inequality, measuring 

income distribution. The Gini index is defined as  

Therefore, the Gini index is for length biased Uma distribution 

𝐺 = 1 − 2 𝐿 𝑝 𝑑𝑝
1

0

 

𝐺 = 1 − 2 
 𝜃3𝛾 3, 𝜃𝑞 + 𝜃2𝛾 4, 𝜃𝑞 + 𝛾 5,𝜃𝑞  

 2𝜃3 + 6𝜃2 + 120 

1

0

 𝑑𝑝 

Solving integral, we obtain 

𝐺 = 1 − 2
 𝜃3𝛾 3, 𝜃𝑞 + 𝜃2𝛾 4, 𝜃𝑞 + 𝛾 5,𝜃𝑞  

 2𝜃3 + 6𝜃2 + 120 
 

 

 

STOCHASTIC ORDERING 

Stochastic ordering is an important tool in finance and reliability to assess the comparative performance of the 

models. Let X and Y be two random variables with pdf, cdf, and reliability functions 𝑓 𝑥 ,𝑓 𝑦 ,𝐹 𝑥 ,𝐹 𝑦 .𝑆 𝑥 = 1 −
𝐹 𝑥 𝑎𝑛𝑑 𝐹 𝑦 . 

1- Likelihood ratio order (𝑋 ≤𝐿𝑅  𝑌) if 
𝑓𝑋𝑙 (𝑥)

𝑓𝑌𝑙 (𝑥)
 decreases in 𝑥 

2- Stochastic order (𝑋 ≤𝑆𝑇  𝑌) if 𝐹𝑋𝑙 (𝑥) ≥ 𝐹𝑌𝑙 (𝑥) for all 𝑥 

3- Hazard rate order (𝑋 ≤𝐻𝑅  𝑌) if 𝑋𝑙 (𝑥) ≥ 𝑌𝑙 (𝑥) for all 𝑥 

4- Mean residual life order  𝑋 ≤𝑀𝑅𝐿  𝑌 if 𝑀𝑅𝐿𝑋𝑙  𝑋 ≤ 𝑀𝑅𝐿𝑌𝑙  𝑋 for all 𝑥 

Show that length biased Uma distribution satisfies the strongest ordering (likelihood ratio ordering) 

Assume that X and Y are two independent Random variables with probability distribution function𝑓𝑙𝑥  𝑥;𝜃  and 

𝑓𝑙𝑦  𝑥; 𝜆 . If𝜃 < 𝜆, then 
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Λ =
𝑓𝑙𝑥  𝑥 ;𝜃 

𝑓 𝑙𝑦  𝑥 ;𝜆 
 

Λ =  

𝜃5

 𝜃3+2𝜃2+24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥

𝜆5

 𝜆3+2𝜆2+24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜆𝑥

  

 

Λ =
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥 ×

 𝜆3 + 2𝜆2 + 24 

𝜆5 𝑥  1 + 𝑥 + 𝑥3 
𝑒𝜆𝑥  

Λ =  
𝜃5 𝜆3 + 2𝜆2 + 24 

𝜆5 𝜃3 + 2𝜃2 + 24 
 ×  

 𝑥 + 𝑥2 + 𝑥4 

 𝑥 + 𝑥2 + 𝑥4 
 𝑒− 𝜃−𝜆 𝑥  

Therefore, 

log Λ = log 
𝜃5 𝜆3 + 2𝜆2 + 24 

𝜆5 𝜃3 + 2𝜃2 + 24 
 + log 𝑥 + 𝑥2 + 𝑥4 − log 𝑥 + 𝑥2 + 𝑥4 −  𝜃 − 𝜆 𝑥 

Differentiating with respect to x, we get. 

∂log Λ 

𝜕𝑥
=  

1 + 2𝑥 + 4𝑥3

 𝑥 1 + 𝑥 + 𝑥3 
 −  

1 + 2𝑥 + 4𝑥3

 𝑥  1 + 𝑥 + 𝑥3 
 +  𝜆 − 𝜃  

Hence, 
∂ log  Λ 

𝜕𝑥
< 0 if 𝜃 < 𝜆. Thus 𝑋 ≤𝐿𝑅𝑂 𝑌, 𝑋 ≤𝐻𝑅𝑂 𝑌,𝑎𝑛𝑑  𝑋 ≤𝑆𝑂 𝑌 

 

ENTROPIES 

It is well known that entropy and information can be considered measures of uncertainty or the randomness of a 

probability distribution. It is applied in many fields, such as engineering, finance, information theory, and 

biomedicine. The entropy functionals for probability distribution were derived on the basis of a variational definition 

of uncertainty measure. 

 

Shannon Entropy 

Shannon entropy of the random variable X such that length biased Uma distribution is defined as 

𝑆𝜌 = − 𝑓 𝑥 log𝑓 𝑥  𝑑𝑥
∞

0

 

𝑆𝜌 = − 𝑓𝑙 𝑥;𝜃 log 𝑓𝑙 𝑥;𝜃  𝑑𝑥
∞

0

 

𝑆𝜌 = − 

𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥

log 
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥

∞

0

 

9.2R𝑒 nyi Entropy 

Entropy is defined as a random variable X is a measure of the variation of the uncertainty. It is used in many fields, 

such as engineering, statistical mechanics, finance, information theory, biomedicine, and economics. The entropy 

measure is the Re nyiof order which is defined as 

𝑅𝛽 =
1

1 − 𝛽
log  𝑓𝑙

𝛽  𝑥;𝜃 𝑑𝑥
∞

0

  

Where,𝛽 > 0 and 𝛿 ≠ 1 

𝑅𝛽 =
1

1 − 𝛽
log 

𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥 

𝛽

 

=
1

1 − 𝛽
log 

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝛽

 𝑥𝛽  1 + 𝑥 + 𝑥3 𝛽
∞

0

𝑒−𝜃𝛽𝑥  𝑑𝑥                                                                                                          (11) 

Using Binomial expansion in equation (11), we get 

 1 + 𝑥 + 𝑥3 𝛽 =   
𝛽
𝑖
 1𝛽−𝑖

𝛽
𝑖=0

 𝑥 + 𝑥3 𝑖 
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 𝑥 + 𝑥3 𝑖 =   
𝑖
𝑗
 𝑥𝑖−𝑗𝑖

𝑗=0 𝑥3𝑗  

=   
𝛽
𝑖
   

𝑖
𝑗
 

𝑖

𝑗=0

𝛽

𝑖=0

𝑥𝑖−𝑗+3𝑗                                                                                                                                                                                      (12) 

Substituting equation (12) in (11) we get, 

𝑅𝛽 =
1

1 − 𝛽
log 

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝛽

   
𝛽
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝛽

𝑖=0

 𝑥𝛽𝑥𝑖+2𝑗 𝑒−𝜃𝛽𝑥  𝑑𝑥  
∞

0

 

 

𝑅𝛽 =
1

1 − 𝛽
log 

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝛽

   
𝛽
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝛽

𝑖=0

Γ 𝛽 + 𝑖 + 2𝑗 + 1 

 𝜃𝛽 𝛿𝛽+𝑖−𝑗+3𝑗+1
 

 

𝑅𝛽 =
1

1 − 𝛽
log 

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝛽

   
𝛽
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝛽

𝑖=0

 
1

𝜃𝛽
 
𝛽+𝑖+2𝑗+1

 Γ 𝛽 + 𝑖 + 2𝑗 + 1  

 

Tsallis Entropy 

The Boltzmann-Gibbs (B-G) statistical properties initiated by Tsallis have received a great deal of attention. This 

generalization of (B-G) statistics was first proposed by introducing the mathematical expression of Tsallis entropy 

(Tsallis, (1988) for continuous random variables, which is defined as 

𝑆𝜆 =
1

𝜆 − 1
 1 − 𝑓𝑙

𝜆 𝑥;𝜃 𝑑𝑥
∞

0

  

Where, 𝜆 > 0 and𝜆 ≠ 1 

𝑆𝜆 =
1

𝜆 − 1
 1 −  

𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥 1 + 𝑥 + 𝑥3 𝑒−𝜃𝑥  𝑑𝑥 

𝜆

𝑑𝑥
∞

0

  

𝑆𝜆 =
1

𝜆 − 1
 1 −  

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝜆

 𝑥𝜆 1 + 𝑥 + 𝑥3 𝜆𝑒−𝜆𝜃𝑥  𝑑𝑥
∞

0

                                                 (13) 

Using Binomial expansion in equation (13), we get 

=   
𝛽
𝑖
   

𝑖
𝑗
 

𝑖

𝑗=0

𝛽

𝑖=0

𝑥𝑖−𝑗+3𝑗                                                                                                                                                              (14) 

Substituting equation (12) in (13) we get, 

𝑆𝜆 =
1

𝜆 − 1
 1 −  

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝜆

   
𝜆
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝜆

𝑖=0

 𝑥𝜆𝑥𝑖+2𝑗 𝑒−𝜃𝜆𝑥  𝑑𝑥  
∞

0

  

𝑆𝜆 =
1

𝜆 − 1
 1 −  

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝜆

   
𝜆
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝜆

𝑖=0

 𝑥 𝜆+𝑖+2𝑗+1 −1𝑒−𝜃𝜆𝑥  𝑑𝑥  
∞

0

  

𝑆𝜆 =
1

𝜆 − 1
 1 −  

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝜆

   
𝜆
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝜆

𝑖=0

Γ 𝜆 + 𝑖 + 2𝑗 + 1 

 𝜃𝜆 𝜆+𝑖+2𝑗+1
  

𝑆𝜆 =
1

𝜆 − 1
 1 −  

𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝜆

   
𝜆
 𝑖
  
𝑖
𝑗
 

𝑖

𝑗=0

𝜆

𝑖=0

 
1

𝜃𝜆
 
𝜆+𝑖+2𝑗+1

  Γ 𝛿𝜆 + 𝑖 + 2𝑗 + 1   

 

ESTIMATIONS OF PARAMETER 

In this section, the maximum likelihood estimates and Fisher’s information matrix of the length biased Uma 

distribution parameter is given. 
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Maximum Likelihood estimation (MLE)and Fisher’s Information Matrix  

Consider 𝑥1 ,𝑥2,𝑥3 ,… , 𝑥𝑛  be a random sample of size n from the length biased Uma distribution with parameter 𝜃 the 

likelihood function, which is defined as 

𝐿 𝑥; 𝜃 =  𝑓𝑙 𝑥𝑖 ;𝜃 

𝑛

𝑖=1

 

𝐿 𝑥; 𝜃 =  
𝜃5

 𝜃3 + 2𝜃2 + 24 
𝑥𝑖 1 + 𝑥𝑖 + 𝑥𝑖

3 𝑒−𝜃𝑥𝑖

𝑛

𝑖=1

 

 

𝐿 𝑥; 𝜃 =  
𝜃5

 𝜃3 + 2𝜃2 + 24 
 

𝑛

 𝑥𝑖 1 + 𝑥𝑖 + 𝑥𝑖
3 𝑒−𝜃𝑥𝑖

𝑛

𝑖=1

 

The log – likelihood function is given by 

log 𝐿 = 𝑛 (5) log𝜃 − 𝑛 log 𝜃3 + 2𝜃2 + 24 +  log 𝑥𝑖 1 + 𝑥𝑖 + 𝑥𝑖
3 𝑒−𝜃𝑥𝑖 

𝑛

𝑖=1

 

log 𝐿 = 𝑛 (5) log𝜃 − 𝑛 log 𝜃3 + 2𝜃2 + 24 +  log𝑥𝑖 +  log 1 + 𝑥𝑖 + 𝑥𝑖
3 − 𝜃 𝑥𝑖

𝑛

𝑖=1

𝑛

𝑖=1

(15)

𝑛

𝑖=1

 

The maximum likelihood estimation of 𝜃 can be obtained by differentiating equation (15) with respect to 𝜃 

𝜕 log 𝐿

𝜕𝜃
=
𝑛5

𝜃
− 𝑛  

𝜃 3𝜃 + 4 

 𝜃3 + 2𝜃2 + 24 
 − 𝑥𝑖

𝑛

𝑖=1

= 0                                                                                                                                    (16) 

The equation (13) gives the maximum likelihood estimation of the parameters for the length biased Uma 

distribution. However, the equation cannot be solved analytically, thus we solved numerically using R programming 

with data set.   

To obtain confidence interval we use the asymptotic normality results. We have that if 𝜆 = (𝜃 ) denotes the MLE of 

𝜆 =  𝜃  we can state the results as follows: 

 𝑛 𝜆 − 𝜆 → 𝑁2(0, 𝐼−1 𝜆)  

Where 𝐼 𝜆  is Fisher’s Information Matrix. i.e., 

𝐼 𝜆 = −
1

𝑛
 𝐸  

𝜕2 log𝐿

𝜕𝜃2
   

Where 

𝐸  
𝜕2 log 𝐿

𝜕𝜃2
 = −

𝑛(5)

𝜃2
+ 𝑛 

3𝜃4 + 8𝜃3 + 8𝜃2 − 144𝜃 − 96

 𝜃3 + 2𝜃2 + 24 2
  

Since 𝜆 being unknown, we estimate 𝐼−1 𝜆  by 𝐼−1 𝜆   and this can be used to obtain asymptotic confidence interval 

for 𝜃. 

 

APPLICATIONS 

Dat set 1: This data consists of the life time (in years) of 40-blood cancer (leukemia) patients from one of ministry of 

health hospitals in Sdudhi Arabia reported in (25). This actual data is 

0.315 0.496 0.616 1.145 1.208 1.263 1.414 2.025 2.036 2.162 

2.211 2.370 2.532 2.693 2.805 2.910 2.912 3.192 3.263 3.348 

3.427 3.499 3.534 3.767 3.751 3.858 3.986 4.049 4.244 4.323 

4.381 4.392 4.397 4.647 4.753 4.929 4.973 5.074 5.381  

 

Data set 2: The data under consideration are the life times of 20 leukemia patients who were treated by a certain drug 

(20). The data are 

1.013 1.034 1.109 1.226 1.509 1.533 1.563 1.716 1.929 1.965 2.061 2.344 2.546 
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2.626 2.778 2.951 3.413 4.118 5.136 

 

To compare to the goodness of fit of the fitted distribution, the following criteria: Akaike Information Criteria (AIC), 

Bayesian Information Criteria (BIC), Akaike Information Criteria Corrected (AICC) and −2 log 𝐿. 

AIC, BIC, AICC and −2 log 𝐿 can be evaluated by using the formula as follows. 

𝐴𝐼𝐶 = 2𝑘 − 2 log 𝐿 , 𝐵𝐼𝐶 = 𝑘 log𝑛 − 2 log 𝐿  𝑎𝑛𝑑 𝐴𝐼𝐶𝐶 = 𝐴𝐼𝐶 +
2𝑘 𝑘 + 1 

 𝑛 − 𝑘 − 1 
 

Where, 𝑘 = number of parameters, n sample size and −2 log 𝐿 is the maximized value of loglikelihood function. 

From table 1 and 2, it can be clearly observed and seen from the results that the length biased Uma distribution have 

the lesser AIC, BIC, AICC, -2log 𝐿, and values as compared to the Uma, Aradhana, Ishita, Akshaya, Shanker, Rama, 

Exponential,Lindley, Akash distributions, which indicates that the length biased Uma distribution better fits than the 

Uma, Aradhana, Ishita, Akshaya, Shanker, Rama, Exponential,Lindley, Akash distributions. Hence, it can be 

concluded that the length biased Uma distribution leads to a better fit over the other distributions. 

 

CONCLUSIONS 

Choosing a suitable model for fitting survival data has been a major concern among researchers. One of the most 

popular distributions for real-time data is the Uma distribution. In this paper, the Uma distribution is extended to 

provide a new distribution called the length biased Uma distribution to model life-time data. We propose the cdf and 

pdf of the length biased Uma distribution in Section 2. We have considered the mathematical and statistical 

properties of the derived distribution. From the graphs drawn from pdf and cdf-derived distributions. The hazard 

rate function, survival function, and their graphs for the new distribution are given in Section 3. The expressions for 

finding the mean and median are given in sections 5 and 6. The expression for its rth moments of derived distribution 

is given in 4. We have also derived the entropy and the pdf of its rth order statistics in 11 and 7. The use of statistical 

distributions in medical research is critical and can have a significant impact on the general public's health, 

particularly for cancer patients. thus, the applications of this distribution to certain real data sets that describe the 

survival of some cancer patients provide a demonstration of the utility of this distribution. The method of maximum 

likelihood estimation to estimate its parameters is discussed in Section 12. Moreover, the derived distribution is 

applied to two real data sets and compared with the other well-known distribution in Section 13. Results show that 

the length biased Uma distribution provides a better fit than other well-known distributions. 
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Table 1; MLEs AIC,BIC,AICC, and -2logL of the fitted distribution for the given data set 1 

Distribution ML Estimates -2𝐥𝐨𝐠 𝑳 AIC BIC AICC 

Length Biased Uma 𝜽 = 𝟏.𝟒𝟐𝟐𝟐𝟐𝟐𝟖𝟒(𝟎.𝟗𝟔𝟖𝟔𝟔𝟒𝟑) 139.2556 141.2556 142.9192 141.3608 

Weighted Uma 
𝜃 = 1.4798000 0.2452669  
𝛿 = 1.1654482(0.6472984) 

139.1868 143.1868 146.514 143.5111 

Uma 𝜃 = 1.05464889(0.07842196) 144.4455 146.4455 148.109 146.5507 

Aradhana 𝜃 = 0.75060122(0.07108124) 149.4283 151.4283 153.0918 151.5335 

Ishita 𝜃 = 0.80668240(0.06521656) 147.9967 149.9967 151.6603 150.1019 

Akshaya 𝜃 = 0.98152890(0.07981806) 144.7945 146.7945 148.458 146.8997 

Shanker 𝜃 = 0.54972161(0.05806214) 144.7945 155.9545 157.6181 156.0597 

Rama 

 
𝜃 = 1.10146523(0.08055189) 143.3158 145.3158 147.1023 145.4210 

Exponential 𝜃 = 0.31893857(0.05107054) 167.1353 
169.1353 

 
170.7988 169.0405 

Lindley 𝜃 = 0.2577071(0.06161721) 156.5028 158.5028 160.1664 158.6080 

Akash 𝜃 = 0.80168363(0.07120997) 149.0561 151.0561 152.7196 151.1613 

 

Table 2; MLEs AIC,BIC,AICC, and -2logL of the fitted distribution for the given data set 2 

Distribution ML Estimates -2𝐥𝐨𝐠 𝑳 AIC BIC AICC 

Length Biased Uma 𝜽 = 𝟏.𝟖𝟒𝟐𝟎𝟖𝟎𝟎(𝟎.𝟏𝟕𝟖𝟑𝟎𝟔𝟏) 52.09955 56.09955 57.98843 56.8054 

Weighted Uma 
𝜃 = 2.8413084 0.7386713  
𝛿 = 3.1011464(1.5087565) 

55.1066 57.1066 58.05104 57.3418 

Uma 𝜃 = 1.3223930(0.1406723) 61.67133 63.67133 64.61577 63.8935 

Aradhana 𝜃 = 0.985545(0.135948) 60.60053 62.60053 63.54497 62.82275 

Ishita 𝜃 = 0.9975990(0.1134076) 62.74297 64.74297 65.68741 64.9651 

Akshaya 𝜃 = 1.2738546(0.1506672) 58.05546 60.05546 60.9999 60.2776 

Shanker 𝜃 = 0.7124395(0.10777871) 63.08856 65.08856 66.033 65.3107 
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Rama 

 
𝜃 = 1.3784229(0.1415338) 62.41991 64.41991 65.36435 64.6421 

Exponential 𝜃 = 0.4463246(0.1023934) 68.65501 70.65501 71.59945 70.8772 

Lindley 𝜃 = 0.7076860(0.1200725) 64.02158 66.02158 66.96602 66.2438 

Akash 𝜃 = 0.0297001(0.1317933) 62.69158 64.69158 65.63602 64.9138 
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Plant-based medications have been used traditionally for a very long time.[3]In the kingdom of plants, 

there are between 300,000 and 400,000 higher species. Only 5-15% of this plant variety has been reported 

to have pharmacological effects, and approximately 150-200 species are commonly used in western 

medicine, with plants accounting for one-fourth of all prescribed medicines globally.[4] Furthermore, the 

crystalline nature of some phytochemicals can make dissolution difficult, limiting absorption and 

bioavailability. These challenges necessitate the development of novel strategies to increase the 

bioavailability of phyto-constituents in order to maximize their therapeutic benefits 
 

Keywords: The term ‚phyto‛ means plant and ‚some‛ means cell-like.  Compared to traditional 

herbal extracts, phytosomes are more efficiently absorbed, utilized, and yield superior results.  

 

INTRODUCTION 

 

Phytosomes are novel drug delivery system used for herbal extract or phytoconstituents. Phytosomes are delivery 

systems that are structurally related to liposomes But differ from Nano liposomes based on an appropriate 

stoichiometric ratio that active compounds are chemically bound to the carrier structure, for example through H 

bonds which enhances the storage and digestive stability of the system.[1,2]Throughout history, natural products 

was discovered and used for both the treatment and prevention of various diseases. Examples of these products 
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include the Indian Ayurveda, Egyptian "Ebers Papyrus," Chinese Material Medicine, , and many more. The use of 

herbal medicine has been recorded for more than 5,000 years. Plant-based medications have been used traditionally 

for a very long time.[3]In the kingdom of plants, there are between 300,000 and 400,000 higher species. Only 5-15% of 

this plant variety has been reported to have pharmacological effects, and approximately 150-200 species are 

commonly used in western medicine, with plants accounting for one-fourth of all prescribed medicines globally.[4] 

Herbal medicines are gaining popularity due to their capability to treat a wide range of diseases with fewer adverse 

reactions and higher therapeutic value. As new analysis methods evolved into readily accessible in the early 19th 

century, scientists developed the ability to extract, identify, and adapt the active ingredients from natural products 

(plants, algae, fungi, and microorganisms), resulting in the transition of raw materials to synthetic 

pharmaceuticals.[5]Herbal medicine indicates some challenges. Poor aqueous solubility, low permeability across 

biological barriers, rapid metabolism, and substantial first-pass metabolism in the liver and gastrointestinal tract 

were the main obstacles. Furthermore, the crystalline nature of some phytochemicals can make dissolution difficult, 

limiting absorption and bioavailability. These challenges necessitate the development of novel strategies to increase 

the bioavailability of phyto-constituents in order to maximize their therapeutic benefits.[6]To overcome the 

challenges listed above, we can convert herbal medications into novel drug delivery systems such as Phytosomes. 

The Phytosome technology, developed by the Italian company Indena S.P.A., significantly improves the 

bioavailability of selected phyto-medicines through the incorporation of phospholipids that into standardized 

extracts and thus significantly improving absorption and utilization.[7] Phytosomes are a composition of naturally 

occurring active ingredients and phospholipid that can be applied topically or orally. They increase the absorption of 

plant extracts or extracted active compounds. The term ‚phyto‛ means plant and ‚some‛ means cell-like.  Compared 

to traditional herbal extracts, phytosomes are more efficiently absorbed, utilized, and yield superior results. They are 

cell-like structures created by the stoichiometric reaction between phospholipids and standardized compounds or 

polyphenolic compounds in a non-polar solvent. Because of scientific breakthroughs, the phytosomes are now 

widely used in pharmaceuticals, cosmeceutical, and nutraceutical sectors to prepare a wide range of formulations, 

including emulsions, solutions, gels, lotions, and creams.[8] 

 

PHYTOSOMES AS NOVEL VESICULAR DRUG DELIVERY SYSTEM 

Novel vesicular drug delivery systems aim to deliver the drug at a rate determined by the body's need during the 

treatment period, while also directing the active entity to the site of action. To achieve targeted and controlled 

delivery of drugs, a number of novel vesicular drug delivery methods with various routes of administration were 

developed.[9] Targeted drug delivery is an approach of transporting the therapeutic agent to the tissues of interest 

while decreasing the relative concentration of therapeutic agent in remaining tissues which enhances the efficacy of 

treatment and minimizes the side effects. Drug targeting refers to the transporting drugs to receptors, organs, or any 

other particular region of the body to which the entire drug is to be delivered.[10] Some example of vesicular drug 

delivery system for herbal drugs: Aquasomes, Cryptosomes, Discosomes, Emulosomes, Enzymosomes, Ethosomes, 

Erythrosomes, Genosomes, Homosomes,Phytosomes,Protostomes,Ufsomes,Virosomes.[11] 

 

BACKGROUND ON PHOSPHOLIPID COMPLEX TECHNOLOGY 

Phytosomes are typically created by combining active biological plant-based compounds with phospholipids, such 

as PC, PS, and PE, at particular stoichiometric ratios under controlled conditions. Soon after mixing, aprotic solvents 

such as ethyl acetate, methylene chloride, dioxane, and acetone are evaporated below a constant a vacuum condition 

to completely isolate the complex, implying that the phytoconstituents will be incorporated into the 

phytosomes lipids vesicles.[12] Phosphatidylcholine is a bi-functional substance with a lipophilic phosphatidyl 

moiety and a hydrophilic choline moiety. The phosphatidylcholine molecules choline head is specifically attached 

these particular compounds, while the lipid soluble phosphatidyl part, which consists of the body and tail, 

eventually envelopes the choline, bound material. As a result, the phytoconstituents form a lipid consistent 

molecular complex with phospholipids, known as the phyto-phospholipid complex.[13]A small 

microsphere develops. Because of the gastroprotective characteristic of phosphatidylcholine, the phytosome 

technology creates a small cell that protects the plant extract or its active constituent from degradation by gastric 

secretions and gut bacteria.[14] 
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THE COMPOSITION OF PHYTOSOMES  

By docking the active polar component to a phospholipid, which is an essential component of the membrane, 

molecules can be stabilized through hydrogen bonding. Phosphatidylcholine, which is utilized in phytosomes, has a 

micelle structure similar to that of a cell membrane. Components of Formulation: Plant-derived active substances can 

interact with phospholipids to produce phyto-phospholipid complexes. Phospholipids, phyto-active compounds, 

solvents, and consequently the ratio quantitative relationship involved in the formulation of phytosomes all that is 

required for the production of phytosomes.[15,16] 

 
Phospholipids  

Plant seeds and egg yolks are the two most common natural sources of phospholipid. Commercial phospholipids are 

those made in an industrial setting. Based on the structure of their backbone, phospholipids are categorized as either 

sphingomyelins or glycerophospholipids.[17]Phospholipids such as phosphatidylcholine, 

phosphatidylethanolamine,  phosphatidylserine, phosphatidic acid, phosphatidylinositol, and phosphatidylglycerol 

are the main phospholipids used for producing complexes with a hydrophilic head group and two hydrophobic 

hydrocarbon chains. Phosphatidyl choline is the phospholipid that is usually used in the creation of phospholipid 

complexes. Because of its amphipathic characteristics, phosphatidyl choline has a moderate solubility in lipid and 

aqueous conditions, which is one of its benefits.[18] Moreover, phosphatidyl choline has a low-toxic and an elevated 

biocompatibility due to their essential function in cell membranes.Phosphatidyl choline molecules have been shown 

to have hepatoprotective properties and to produce positive clinical outcomes when used to treat liver diseases like 

hepatitis, fatty liver, and hepatocirrhosis. Phospholipids are utilized as a vehicle-creating component in the 

production of phytosomes.[19] 
 

Photoactive components  

Researchers typically choose phyto-active constituents not so much for their in vivo activities as for their notable in 

vitro pharmacological effects. Most of these compounds are flavonoids. Water-based flavonoids, such as quercetin, 

cathechin, and silibinin, are found in plants and prefer the aqueous phase where they cannot pass through biological 

membranes. As lipophilic flavonoids, rutin and curcumin cannot dissolve in aqueous gastrointestinal fluids. 

Phytosome complexes improve the water solubility of hydrophilic flavonoids and the membrane penetrability of 

lipophilic flavonoids in the aqueous phase. Furthermore, by assembling into complexes, flavonoids can be shielded 

from outside influences like hydrolysis, photolysis, and oxidation.[20] 

 

Solvents 

 Several researchers have used a variety of solvents as a catalyst to form phytosome complexes. Protonic solutions 

such as ethanol have largely replaced the aromatic hydrocarbons, halogen derivatives, methylene chloride, ethyl 

acetate, and cyclic ethers that were previously used to create phytophospholipid complexes. In fact, phospholipid 

complexes have been successfully formed recently using protonic solvents like ethanol and methanol. Phospholipids 

and polyphenols can rationally interact with these solvents. Numerous varieties of solvents have been effectively 

investigated. Due to its low damage and reduced residue, ethanol is a popular and useful solvent. When the 

phytosomes interact with a solvent having a lower dielectric constant like water or a buffer solution some liposomal 

drug combinations become effective. The supercritical fluid (SCF) method is currently employed to regulate the 

material of interest's morphology, size, and shape. One of the SCF technologies, the supercritical antisolvent 
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technique (SAS), is becoming more and more popular as a viable way to produce micronic and submicronic particles 

with regulated sizes and size distributions. To lessen the solute's solubility in the solvent, an anti-solvent (often CO2) 

is used at supercritical temperatures.[21] 

 

SELECTION OF HERBAL PLANT  

The idea of preparing medicinal plants for experimentation or to prepare the extract requires timely and appropriate 

plant collection, expert validation, sufficient drying, and grinding. When appropriate, the bioactive compound is 

then extracted, fractionated, and isolated. It also includes figuring out how much and what kind of bioactive 

compounds are present.[24]Herbal plant have pharmacological properties and therapeutic activites such 

as antioxidants, astringent, anti-irritant, antimicrobial, hepato- and photo-protective qualities, as well as moisturizing 

and anti-aging effects. Because of these characteristics, they enhance the body's pharmacological and 

pharmacokinetic profiles and have a healing, softening, rejuvenating, and sunscreen effect on the skin.[25]One can 

choose herbal plant based on their nature, availability, estimation technique, stability, and efficiency of produced 

formulation should according to previous studies, after thoroughly reviewing the literature on herbs and correlating 

the activity of herbal compounds depending on chemical categories such as flavonoids, monoterpenes, polyphenols, 

indols, and organosulfides.[26] 
 

TECHNIQUES FOR MAKING PHYTOSOMES  

The structures of phytosomes, which are made of soybean lecithin and standardized extracts that contain 

phytochemicals or polyphenolic compounds, are strikingly similar to those of human cells. Extracts or particular 

active ingredients are typically complexed in dietary phospholipids using solvent evaporation/anti-solvent 

precipitation methods with alcoholic or organic solvents; however, super critical fluids have also been employed 

recently.[27] 

 

Commonly used method 

1. Solvent Evaporation Technique:  

2. Anti-solvent preparation method:  

3. Rotary evaporation technique 

4. Either injection method : 

 

Solvent evaporation method 

 The phytosome can be developed employing the solvent evaporation method. Phopholipid is dissolved in organic 

solvent, such as methanol, ethanol, chloroform, using continuous stirring at. The phospholipid solution is mixed 

with the active phytoconstituent after it has been dissolved in polar ornon-polar solvent. After two hours of stirring, 

the clear mixture is evaporated under vacuum and left there for a whole night. The remaining material, a powder, 

and sealed are gather togerther. The resulting powder is collected as a phytophospholipid complex or 

phytosomes.[28] 

 

Anti-solvent precipitation technique(salting out method ) 

Particular amount of extracts of plants and phospholipid dissolved in dichloromethane in round bottom flask. The 

mixture is then refluxed for two hours at a temperature not to exceed 60°C. The mixture condenses to Hexane is 

carefully added and stirred continuously, and the precipitate should filter, collect, and kept in desiccators for the 

entire night. In a mortar and pestle, crushed dry Precipitate and sieved into meshes. The powdered complex should 

be stored in an amber-colored container made from glass at room temperature during storage.[29] 

 

Rotary evaporation technique 

 In a rotary circular bottom flask, the specific volume of plant material and phospholipid were dissolved in solvent, 

then stirred continuously and reflux for 3 hours at a temperature not exceeding 40-60°C. Then placed in rotary 

evaporatorA thin film of the sample was collected, to which n-hexane was applied and a magnetic stirrer was used to 
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constantly stir the mixture. The precipitate was extracted and deposited at room temperature in an amber-colored 

glass bottle.[30] 

 

The ether-injection technique 

this method combines the aqueous phase of extracted herbs with lipids dissolved into an organic solvent. Diethyl 

ether-soluble phospholipids are gradually added, drop by drop, to an aqueous solution containing the 

phytoconstituents that are encapsulated. When the solvent is subsequently removed, it causes the development of 

cellular vesicles, which results in complex formation. Concentration affects Phytosome structure; at lower 

concentrations, amphiphiles in the mono state are formed; at higher concentrations, however, a range of structures 

with various May forms, such as spherical, cylindrical, disc, cubic, or hexagonal vesicles, etc.[31]  

 

NOVEL METHODS  

Conventional techniques have a number of drawbacks, such as time consuming, multistep procedures, and 

challenging the extraction process. Materials of interest can have their structure, dimensions, and shape can altered 

using supercritical fluid techniques. High product purity, control over crystal polymorphism, the ability to handle 

thermolabile materials, a single-step method, and sustainable technology are additional advantages. While the rapid 

growth of supercritical solutions (RESS) utilizes a supercritical fluid (usually CO2) as a solvent, methods is use 

as anti-solvent to limit the ability of the solute to dissolve in the solvent. [32] 

1. Gas anti-solvents technique (GAS),  

2. Supercritical antisolvent technique (SAS),  

3. Solution enhanced dispersion by supercritical fluids (SEDS) 

 

Gas anti-solvents technique (GAS) 

In this method where an organic solvent is first used to partially dissolve a solid sample in a vessel. After that, the 

solution is pressurized with a dense gas or supercritical fluid, which causes the solid to precipitate as a fine granule. 

It is not necessary for the CO2 gas used as an anti-solvent to be supercritical. To accomplish uniform mixing, it is 

injected into the solution within an enclosed chamber, preferably at the bottom. Solutes precipitate because the 

dissolution of CO2 gas limits the solubilisation efficacy of organic solvents. In order to get rid of any remaining 

solvent, the particles are rinsed with more anti-solvent. In this event that occurs, the solutes may solubilize and 

compromise the stability of the product throughout the compression stage. When compared with the solvent anti-

solvent technique, the gas anti-solvent technique provides superior outcomes when scaled up to industrial levels. 

[33] 

 

Supercritical anti-solvent precipitation (SAS) 

In this method Sub micrometre-sized particles with a narrow size distribution are produced when the pressure in the 

SAS is decreased, and eliminating of the solvent from the gas phase. The supercritical condition of CO2 is a 

requirement. Both the solution and the CO2 are pumped from above into an enclosed chamber. Compared to GAS, 

this strategy has been shown to be effective on a large scale.[34] 

 

Solution enhanced dispersion by supercritical fluids (SEDS) 

Researchers have been far more interested in supercritical fluid (SCF) technology in recent years than in conventional 

pharmaceutical manufacturing techniques because of SCFs' favorable environmental effects and promising economic 

prospects. The solution-enhanced dispersion by supercritical fluids (SEDS) process is one of the most effective ways 

to create pharmaceutical drug and products and biomaterials at any measure, from micro- to nanoscale levels, out of 

all the SCF-assisted generation of particles techniques. The resulting small sized molecules from the SEDS process 

have improved physical characteristics, such as increased bioavailability because of their large surface area.[35] 
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PHYTOSOMES CONTAINING DOSAGE FORMS 

While topical and oral administration of phytosome preparations are viable, it is crucial to investigate the dosage 

forms' disintegration and dissolving times in order to optimise the bioavailability of the formulation. Here are a few 

dosage forms for phytosomes.[36] 

 

 

Hard gelatin capsules 

There are hard gelatin capsules containing the Phytosome complex available; however, the amount of powder that 

may be filled is limited by the capsules' low density. Direct volumetric filling without precompression is an option, 

and piston tamp capsule loading allows for a higher powder content. Pre-compression could speed up the 

disintegration process. To achieve effective product development, Indena suggests closely monitoring parameters 

and developing the ideal production process with an initial dry granulation procedure.[37] 

 

Soft gelatin capsules  

Using vegetable or semi-synthetic oils, the Phytosome complex may be utilized in oily vehicles to produce 

suspensions for soft gelatin capsules. For best results, some researchers advise employing a granulometry of 100% 

<200 μm. However, not all Phytosome complexes function in the same way when placed in soft gelatin capsules and 

distributed in oily media, therefore initial feasibility studies are required to ascertain the most effective 

technique.[37] 

 

Tablets 

Dry granulation is the most effective approach for manufacturing tablets with higher unitary dosages and adequate 

technical and biological properties. Direct compression is appropriate for low uniform dosages because to the 

Phytosome complex's restricted flow capacity, possible adhesion, and low visual density. To optimize mechanical 

qualities, dilute the Phytosome complex in 60-70% excipients. Wet granulation should be avoided since water and 

heat have a negative impact on the phospholipid complex's stability.[37] 

 

Topical dosage form 

The Phytosome complex can be used topically by distributing it in a tiny quantity of lipid stage and incorporating it 

into an emulsion at low temperatures. Topical treatments contain primary lipid solvents that can dissolve these 

complexes. The complex can alternatively be disseminated in the liquid phase and added to the final formulation at a 

lower temperature alongside a tiny amount of lipids.[37] 

 

PHYTOSOMES ARE SUPERIOR THAN HERBAL EXTRACTS   

The use of phytosomal technology as a therapeutic carrier dates back to 1989. The increased reliability and 

significance of herbal extracts in bio evaluation and in-vitro studies can be explained by their many phytosomal 

benefits. Their metabolism is more effective to that of traditional herbal extracts from the past.[17, 38] 

 Phytosomal technology developments offer several benefits, including:  

 

Increased bioavailability 

For improved absorption, the hydrophilic herbal extract can pass through the intestinal lumen due to the 

phytophospholipid complex. When in phospholipids complex with their lipophilic heads, the bioavailability of 

secondary metabolites is significantly increased.[39] 

 

Minimal risk profile 

According to published data, the toxicological effects are minimal, and the small-scale manufacturing. 

 

High entrapment effectiveness 

the biological marker its produces forms nano cellular vesicles around bonding with soya lipids, and drug 

distribution can be specified. Additionally, there is no production of toxic metabolites. [40] 
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Drug delivery through the transdermal rout  

Herbal phytosomes can also be used in transdermal drug delivery to enhance the drug's diffusion through the skin 

because they serve as a precursor for the delivery of a wide variety of drugs, including peptides and protein.[41] 

 

Safety and synergy 

Phosphatidylcholine, which is utilized in complexation and is a crucial component of the cell membrane, is one of the 

approved additives used in the phytosome formulation, guaranteeing its safety and security. Since 

phosphotidylcholine has hepatoprotective properties of its own, a synergistic effect has been seen when complexing 

with hepatoprotective medications. In stressful environmental conditions, the synergistic benefits of protecting the 

skin from endogenous or exogenous toxins are clearly visible. Because of the improved absorption of the active 

ingredient, the phytosome concept ensures a longer duration of action at low dose with a low risk profile.[42] 

 

Biodegradable 

The phosphatidylcholine used in the formulation of phytosomes functions as a vehicle and is an essential component 

of the cell membrane, ensuring that drug frame-up is not obstructed during formulation manufacturing. [43] 

 

Economic efficacy 

With this technology, phytoconstituents can be delivered affordably. The cellular vesicular system is obedient and 

available for additional immediate development. It is relatively simple to produce because making phytosomes 

doesn't require a sophisticated technological investment or sophisticated practical speculation. [44] 

 

PRE-FORMULATION STUDIES 
Phytochemical Analysis 

For plant extracts, an extensive phytochemical analysis should be performing Alkaloids, glycosides, terpenoids, 

phenolics, lignans, steroids, aliphatic compounds, polysaccharides, essential oils, and fatty acids were subjected to 

chemical testing.[45] 

 

Organoleptic Properties 

Color, odor, and appearance are among the organoleptic characteristics that are examined in the plant drug 

sample.[46] 

 

Boiling Point 

Applying a melting point apparatus, a capillary method is used to determine the melting point of plant extract. [46] 

 

The solubility of plant extract  

Plant extract saturation solubility in basic and acidic pH values is determined.[47] 

 

Transition temperature 

Differential scanning calorimetry (DSC) is used to ascertain the transition temperature of the vesicular lipid 

system.[47] 

 

The phyto component of phytosomes standard calibration curve: 

Accurately measured phytosomes were transferred individually into four separate volumetric flasks and dissolved 

in different organic solvents. The volume was then adjusted to the desired level. The stock solution should be in 

concentration. A UV-visible spectrophotometer is used to measure the solution absorbance at a specific wavelength. 

A calibration curve is produced by projecting the graph of absorbance versus concentration.[47] 
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EVALUATION TEST FOR PHYTOSOMES  

Physical compatibility test 

The solubility and physical compatibility studies serve as the primary foundation for the selection of medications 

and phospholipids used to prepare phytosomes. Pre-formulation studies were conducted to evaluate drug-

phospholipid compatibility and interactions using potential formulation phospholipids or polymers.[48] 

 

Differential Scanning Calorimetry Studies 

Thermogram of plant extract or phytoconstituent is obtained using Differential scanning calorimeter using 

aluminum pans. The dry samples of drugs were separately weighed, fixed in aluminum pans hermetically and 

warmed at an examining rate between 30°C to 300°C. The ideal environment was provided by cleansing nitrogen 

stream at the rate as required. [49] 

 

FT-IR Spectroscopy 

FT-IR range of the drugs using the FT-IR Spectrophotometer by the KBr pellet method. The active component is 

separately blended with IR grade KBr in the proportion of ratio and the active is also mixed with excipients to check 

compatibility. Each blend is compacted in the form of a pellet by applying 10 tons of pressure in a hydraulic press. 

The pellets were scanned over a wavenumber range of in the Fourier Transform Infrared instrument and spectral 

analysis was done. Software used for the data analysis.[50] 

 

Solubility Determination  

Plant extract saturation solubility is evaluated in acidic, phosphate buffers and organic solvents.  The amount of 

drug measurement is added separately of each media in screw-capped tubes. In order to facilitate the solubilisation, 

a vortex mixture was employed. After a 48-hour period, of aliquots was extracted from every sample using What-

man filter paper utilizing a UV Visible Spectrophotometer and absorbance is determined.[51] 

 

Partition coefficient 

The oil and aqueous phases are required to calculate the partition coefficient. Water is used in the aqueous phase and 

N-octanol in the oil phase. Exactly measured solvent and water were added to the separating funnel, and the mixture 

was shaken constantly for two hours until equilibrium was reached. And drug was added. The assembly is then 

allowed to remain in place for the entire night. For a 24-hour period, the oil and water phases were separated, and 

the drug content of each was determined by measuring the absorbance at a specific wavelength in a UV 

spectrophotometer.[51] 

 

Determination of %   

Yield Assurance of % yield of phytosomes of curcumin was calculated by the accompanying equation  

Practical yield  

(%) Yield =                                                × 100  

                       Theoretical yield[51] 

 

X-ray diffraction (XRD) 

XRD analysis can be used to study the structure of crystalline materials, including atomic arrangement, crystalline 

size, and flaws. Results obtained with an X-Ray diffractometer using graphite monochromatic at a count rate. At the 

moment, X-ray diffraction is a helpful method for examining the microstructure of both crystalline and some 

amorphous materials. X-ray diffraction is typically performed on the active components or ingredients of 

phytophospholipid complexes, PCs, and their physical mixes.[36] 

 

Vesicle size and Zeta potential 

Using a computerized evaluation system and photon correlation spectroscopy (PCS), dynamic light scattering (DLS) 

can be used to measure the particle size and zeta potential. The stability of colloidal dispersions is influenced by the 

strength of electrostatic repulsion between similarly charged particles, which is indicated by the magnitude of zeta 
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potential. The SPC phosphate group is present in a pH-neutral water environment, phytosomes are negatively 

charged. High absolute ZP values have been proposed as a partial indicator of physical stability to ensure the 

formation of a high energy barrier against globule rupture.[52] 

 

H-NMR 

The 1 H-NMR signal from the atoms present in the complex's formation changes significantly in nonpolar solvents, 

and the signals unique to each individual a compound are not summated. It is necessary to broaden the signals 

coming from the flavonoid protons to indicate that the proton cannot be relieved. Within phospholipids, all the 

signals broaden, and the singlet that corresponds to choline's N-(CH3)3 shifts upward. New broad bands appear 

when the sample is heated to 60˚; these bands mostly match to the flavonoid moiety's resonance.[53] 

 

C-NMR 

All of the flavonoid carbons are readily apparent in the 13C-NMR spectra of (+)-catechin and its stoichiometric 

complex with distearoylphosphatidylcholine, especially when recorded in C6D6 at room temperature. While most of 

the resonances of the chain of fatty acids maintain their initial sharp line form, the signals corresponding to the 

glycerol and choline portion of the lipid are broadened and some are shifted. All of the signals associated with the 

flavonoid moieties reappear upon heating. They are still very broad and partially overlap.[54] 

 

Entrapment efficiency 

Using the ultra-centrifugation technique, the drug entrapment efficiency is determined by weighing a specific 

amount of phyto-phospholipid complex equal to the amount of herbal drug encapsulated and adding it to phosphate 

buffer. The mixture is then stirred for a specified time period on the magnetic stirrer and allowed to stand. The 

transparent solution is then removed and centrifuged. The supernatant is then filtered through Whatsman filter 

paper, and absorbance is then determined by utilizing UV or HPLC. [55] 

The drug entrapment % is calculated by using the following formula 

                                                     Weight of extract in complex 

Entrapment Efficiency % =                                                               × 100  

                                       Weight of total extract taken 

                       

                    

                       Weight of the entrapped drug 

Drug loading (%) =                                                                                 ×100 

                         Weight of the Formulation  

 

In vitro and in vivo evaluation models 

The biologically active phytoconstituents in the phytosomes are expected to have therapeutic action, which 

determines the model for in vitro and in vivo evaluations. For example, the antioxidant and free radical scavenging 

capabilities of the phytosomes can be used to evaluate the in-vitro antihepatotoxic activity. The effect of prepared 

phytosomes on animals against hepatotoxicity can be investigated for evaluating antihepatotoxic activity in vivo. 

The in vivo safety evaluation methodology is described by skin sensitization and tolerability studies of 

Phytosome.[56] 

 

ADVANTAGES OF PHYTOSOMES 

Phytosomes provide the following benefits. 

1. The drug's entrapment efficiency is immense and specified due to the conjugation 

with phospholipids resulting in vesicles. [57][25] 

2. The highest absorption of small components has resulted in a reduction of the dose requirement. [58] 

3. Using phytosomes to deliver the herbal medication need not compromise nutritional safety of the extract of 

herbs.[59] 
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4. The drug has been proven to be delivered correctly to the appropriate tissues.  

5. In phytosome formulation significantly increase in the drug bioavailability takes place. [60] 

6. When creating phytosomes, there are no issues with drug entrapment. Phosphatidylcholine molecules and 

the herbal phytoconstituents form new chemical bonds in phytosomes, which results in a good stability 

profile. [61] 

7. Phytosomes show a noticeably higher clinical benefit. [62] 

8. In addition to serving as a carrier and skin-nourishing agent or in topical preparation phosphatidylcholine is 

utilized in the formulation of phytosomes. [63] 

 

DISADVANTAGE OF PHYTOSOMES 

1. A phytosome may quickly eliminate the phytoconstituent in terms of all benefits. [58] 

2. The main restriction on phytosomes is to be the phytoconstituent leaching off some, which decreased the 

predicted concentration of the drug.[59] 

 

PROBLEMS IN PRODUCTION OF PHYTOSOME AS DRUG PRODUCTS:[72]-[74] 

Although phytosome production has many benefits, there are certain drawbacks as well. Due to inadequate natural 

product regulations in India, plant-derived products may be sometimes of low quality or ineffective. Consequently, 

trade is down, and prescriptions are not given as commonly.  

1. Low yield of the plant material used, among other obstacles 

2. If the extract contains any cytotoxic ingredients, 

3. restricted sample bioavailability, 

4. Defects in the botanical classification and application of herbal plants. 

5. The degree to which plant extracts dissolve in water and other solvents  

6. Using over-the-counter medications,  

7. Using plants that trigger allergic reactions because they contain volatile components or pollen. 

8. Using conventional medicines without permission. 

 

CURRENT DEVELOPMENTS IN PHYTOSOME 

 

 Sonam Sharma et al. Development, Characterization, and Evaluation of Hepatoprotective Effect 

of Abutilon indicum and Piper longum Phytosomes. Using a proprietary method developed by Indena, 

phytosomes emerged. The following factors were use in the characterization process: high performance thin 

liquid chromatography, differential scanning calorimetry, scanning electron microscopy, percentage yield, 

entrapment efficiency, and particle size determination. The combined extract has 

demonstrated hepatoprotective activity; however, the phytosomal preparation, when used at a lower dose 

than the combined extract, has a stronger hepatoprotective effect on CCl4-induced liver damage in rat. [75] 

 Sawant Rutuja et al. formed the phytosomal antifungal gel composition of Azadirachta indica, or neem. 

The neem phytosomal gel formulation was created with the goals of enhancing patient compliance, reducing 

doses for therapy, and getting away with the adverse effects of first pass metabolism. Due to their large 

macromolecules and poor lipid solubility, several herbal plants extract exhibit strong in-vitro activity but low 

absorption and permeation through the skin. Thin film hydration method was used to produce the 

phytosome. Particle size, entrapment effectiveness, drug content, zeta potential SEM, and FTIR were used to 

characterize the phytosome. Additionally, the optimized phytosome complex was prepared as gels using 

different polymers at different concentrations, and the Franz diffusion cell was used to evaluate the 

phytosome complex's homogeneity, pH, drug content, and in vitro and ex vivo permeation.[76] 

 Anju Singh et al. Development And Evaluation Of Anti-Diabetic Activity Of Phytosomes For Better 

Therapeutic Effect Of Extract. By using extracts of Swertia chirayita and Zizyphus mauritiana. 

Hyperglycemia, a common metabolic abnormality linked to diabetes, is caused by insufficient insulin 

synthesis or errors in insulin action. The extracts of Swertia chirayita and Zizyphus mauritiana, two 

prominent medicinal plants, have been used for type 2 diabetes. A study confirmed the glucose tolerance 
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activity of phytosomes containing these extracts, which controlled blood glucose levels and showed sustained 

release activity best, fitted with the Korsmeyer model. In vivo glucose test tolerance tests showed that 

phytosomes prevented blood glucose level increases after 60 minutes. However, they did not show better 

anti-diabetic activity in streptozotocin-induced models.[77] 

 Andi Dian Permana et al. work on Propolis phytosomal nanocarriers have been delivered using Apis 

mellifera, a plant recognized for its antioxidant and photoprotective qualities. It has been discovered that 

these nanocarriers improve skin retention and dissolution behavior in biorelevant media. Using ethanol for 

propolis extraction, phytosomes are made using phospholipid L-α-Phosphatidylcholine, and Fourier 

transform infrared (FTIR) spectroscopy. As indicated by the SPF values, the phytosomes have been found to 

improve the propolis compounds' dissolution, penetrability, and skin retention. They may also have the 

ability to absorb UVA and UVB radiation. Propolis delivery methods that show promise for treating organ 

damage, oxidative stress, and skin aging are present in this work.[78] 

 Nabil A. Alhakamy et al. Quercetin phytosomes functionalized with scorpion venom for the treatment of 

breast cancer maximizing the response surface in vitro and anticancer activity against MCF-7 cells. Reflux and 

anti-solvent precipitation were used to prepare QRT-PHM-SV formulations, following the previously 

described procedure with minor adjustments. The QRT-SV phytosome s were created and optimized in this 

study through the use of the experimental design. The prepared formulations possessed a high zeta potential 

and were Nano scale in size. When compared to the plain formula and QRT, the optimized QRT-SV 

phytosomes demonstrated that the administration of the QRT formula significantly increased the expression 

of the mRNAs for caspase, Bax, Bcl-2, and p53. When compared to the basic formula and QRT alone, the QRT 

formula significantly decreased TNF- and NF-B activity in terms of inflammatory indicators. Overall, the 

research showed that the optimized QRT formulation that was created could be a potentially effective in 

breast cancer treatment.[79] 

 El-Batal et al. Silymarin Nanocrystal and Phytosome Preparation and Characterization with Gamma 

Irradiation Stability Investigation Examine how silymarin is made by dissolving it in various solvents 

(acetone, acetonitrile, ethanol, and methanol) to create nanocrystals, then combining silymarin with lecithin to 

create phytosomes. and ascertained the phytosome's or crystal's drug content, dissolution, and other 

physicochemical characteristics. However, the impact of gamma irradiation has been assessed. Utilizing TEM 

and SEM, crystal morphology was determined. XRD, DSC, and FT-IR Characterized solid state Using DLS, 

the size of the particles was ascertained and the produced nanocrystals and phytosomes' in vitro drug release 

was assessed. Both phytosomes and nanocrystals have the potential to be effective methods for improving 

silymarin's qualities and for providing a prolonged release after radiation therapy.[80] 

 N. Allam et al. present study on Curcumin phytosomes has been developed into soft gels using a solvent 

evaporation method to increase curcumin content. Thirteen different formulations were developed using oils, 

hydrophilic vehicles, and bioactive surfactants. TEM analysis showed good stability and a spherical structure 

of the phytosomes in complex formulations. Stability studies showed a stable curcumin dissolution pattern in 

hydrophilic vehicle formulations. Soft gelatin capsules offer advantages over hard gelatin capsules due to 

their ability to increase drug loading and bioavailability through different bioactive excipients. However, 

careful selection of excipients is crucial to avoid salting out phenomena due to the differences in solubility of 

active herbal drugs in different excipients.[81] 

 Bui Thanh Tung et al. studied Hepatoprotective effect of  Phytosome Curcumin against paracetamol-induced 

liver toxicity in mice as Curcuma longa, a plant with curcumin, has been studied for its pharmacological 

effects, but its low bioavailability makes it limited in clinical use. A phytosome curcumin formulation was 

developed and tested on its hepatoprotective effect on paracetamol-induced liver damage in mice. The study 

found that phytosome curcumin had a stronger hepatoprotective effect compared to curcumin-free curcumin. 

It effectively suppressed paracetamol-induced liver injury by reducing lipid peroxidation levels and 

enhancing enzymatic antioxidant activities. This suggests that phytosome curcumin has strong antioxidant 

activity and potential hepatoprotective effects.[82] 
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Table 1-composition of phytosome with examples 

Components Examples 

Phospholipids 

 

Soyaphosphatidylcholine, dipalmitoylphosphatidylcholine, egg phosphatidyl choline, 

distearylphosphatidylcholine[18,19] 

Solvent acetone, Dioxane, methylene chloride [21] 

Non solvent Aliphatic hydrocarbons or n-hexane[21] 

Alcohol Ethanol, methanol [22] 

Colours and 

dye 
Rhodamine 6G, DHPE-rhodamine, fluorescein, 6 carboxy fluorescence[23] 
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Table 2: Formulation of Herbal Phytosomes[64]-[71] 

Phytosomes 
Phytoconstituent complexed with 

PC 
Uses 

Leucoselect 

phytosome 

Procyanidolic oligomers (PCOs) 

from grape seeds 

It functions as a comprehensive antioxidant and is a 

suitable choice for young persons Also effective for the 

eyes, lungs, diabetes, varicose veins, and heart disease 

prevention. 

SiliphosTM milk 

thistle phytosome 
Silybin from silymarin Mostly used for the  liver or skin support, 

Ginkgoselect 

phytosome 

24 % ginkgo flavono glycosides 

from Ginkgo biloba 

Good choice for old patients, Provide Protects to brain 

and vascular lining 

Glycyrrhiza 

phytosome 
18-beta glycyrrhetinic acid 

They have more potential for the management of retinal 

blood vessel problems and venous insufficiency and 

show Anti-inflammatory Activity 

Mirtoselect 

phytosome 

Anthocyanosides from an extract of 

Bilberry 

These improve capillary tone, reduce abnormal blood 

vessel permeability & are potent antioxidants. 

Greenselect 

phytosome 

Epigallocatechin 3-O-gallate from 

camelia sinensis (Green tea) 

Show good effect for protection against cancer and 

damage to cholesterol, work as Systemic antioxidant. 

Silybin phytosome Silybin from silymarin (milk thistle) 
it is mostly used product, if the liver or skin needs 

additional antioxidant protection 

Hawthorn 

phytosome 
Flavonoids More effective in heart disease 

Oleaselect 

phytosome 
Polyphenols from olive oil 

it inhibit harmful oxidation of LDL cholesterol as potent 

antioxidant , and also have anti-inflammatory activity. 

Lymphaselect 

phytosome 
A standardized extract of 

Used for chronic venous melilotus officinalis, 

insufficiency of the lower limbs, and Indicated for 

venous disorders. 

Sabalselect 

phytosome 

An extract of saw palmet to berries 

through supercritical CO2 (carbon 

dioxide) extraction 

Beneficial for non-cancerous prostate enlargement, It 

delivers fatty acids, alcohols and sterols that benefit 

prostate health. 

 

Table -3 Patents on Phytosomes with Patent Number 

Sr.no. Patent no. Title Innovation 

1 

WO 

2007/118631 

Al 

Phospholipid complexes of olive 

fruits or leaves extracts having 

improved bioavailability 

The current invention applies to novel phospholipid 

complexes of olive fruit or leaf extracts with 

increased bioavailability.[83] 

2 EP0283713A2 

Complexes of saponins with 

phospholipids and pharmaceutical 

and cosmetic compositions 

containing them. 

The invention relates to triterpene saponin 

complexes, which complexed with fat, phytosterols, 

and phospholipids, as well as a method of making 

them. Some of these substances can affect the 

cardiovascular, neurological, and endocrine 

systems.[84] 

3 
EP 0 441 279 

A1 

Bilobalide derivatives, their 

applications and formulations 

containing them 

The development and implementation of complexes 

containing natural or synthesized phospholipids and 

bilobalide, a sesquiterpene isolated from Gingko 

biloba leaves, for medicinal purposes are covered by 

the invention. The method outlined in the patent 

illustrates Gingko biloba's potential as a medicinal 

ingredient.[85] 
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4 
EP 0 464 297 

A1 

Complexes of neolignane 

derivatives with phospholipids, the 

use thereof and pharmaceutical 

and cosmetic formulations 

containing them. 

The present invention concerns the complexation of 

extracts with phospholipids from Krameria triandra 

Ruiz et Pav and other Eupomatia plants, along with 

certain phenolic compounds constituents of that 

group that are of neo-lignane or norneolignane 

nature; the methods for making these extracts and 

complexes and pharmaceutical compositions which 

include them. [86] 

5 US 4764508 

Complexes of flavanolignans with 

phospholipids, preparation thereof 

and assonated pharmaceutical 

compositions 

Innovation regarding to new compounds that are 

lipophilic complexes of phospholipids and silybin, 

silidianin, and silicristin, as well as the 

unconventional techniques used to produce these 

complexes. Flavanolignans can be utilized to treat 

acute and chronic liver diseases of toxic, metabolic, 

infectious, or degenerative origin. The new 

compounds absorb more readily in the 

gastrointestinal system and produce greater amounts 

in plasma compared to particular flavanolignans. 

[87] 

6 
US 6,429.202 

B1 

Phospholipid complexes of 

proanthocyandin a2 as 

antiatheroscleroticagents 

The current invention concerns the use of 

proanthocyanidin A2 phospholipid complexes or 

extracts that are enriched in proanthocyanidin A2 in 

the formulation of medications for the prevention 

and treatment of atherosclerosis, myocardial 

infarction, and cerebral infarction. [88] 

7 
US 8.591,965 

B2 

Use of a ginkgo complexes for the 

enhancement of cognitive functions 

and the alleviation of mental 

fatigue 

The present invention relates to a novel use of a 

Ginkgo complex for the enhancement of cognitive 

function and mental fatigue functions.[89] 

8 

WO 

2007/101551 

A2 

Phospholipid complex of curcumin 

having improved bioavailability 

It has found that the phospholipid complexes of 

curcumin provide higher systemic levels of parent 

agent then unformulated curcumin can be prepared 

in protic solvents. [90] 

9 US 5043323 

Complex compounds of 

bioflavonoids with phospholipids, 

their preparation and use, and 

pharmaceutical and cosmetic 

compositions containing them 

This invention is relating to complex compounds 

combining flavonoids with phospholipids, to a 

process for their preparation and to pharmaceutical 

and cosmetic compositions containing them.[91] 

10 

US 

2017/0014374 

A1 

Composition for treatment of 

dyslipidemia and inflammation 

Innovation related to combination of phytosomes 

three herbal plants curcumin, green tea, and and 

combination. For the treatment of dyslipidemia and 

inflammation.[92] 
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Mixture design, a powerful statistical methodology, plays a pivotal role in optimizing formulations and 

processes in pharmaceutical development. This review provides a comprehensive examination of various 

types of mixture designs and their applications within the pharmaceutical context. Types of mixture 

design such as Simple Centroid Design, D-Optimal Design, Simple Lattice Design, and Axial Design. The 

application of these mixture designs in pharmaceutical development is elucidated, emphasizing their 

roles in optimizing drug formulations, dosage forms, and manufacturing processes. By creating models 

that link the process's inputs and outputs, knowledge is acquired. Through the work of significant 

contributors, the development of the QbD approach and the statistical tool kit for its application, this 

review demonstrates the fundamentals of quality theory. Therefore, the goal of this review is to give a 

general overview of the principles of Mixture designs and how they are used in the creation of 

pharmaceuticals. 
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Keywords: Mixture Design Geometry, Simple Centroid Design, D-Optimal Design, Simple Lattice 

Design, and Axial Design. 

 

INTRODUCTION 

 

Specialized response surface experiments are known as mixture experimental designs or MEDs. This method 

involves factors (x) being a mixture of components and responses (y) being a function of the amounts of each 

ingredient or component. The mole ratio, weight, volume, and other measures are typically used to determine the 

proportionate amounts of each component. The most crucial thing to remember while creating a mixture is that the 

ratios of every ingredient should add up to one. This restriction prevents the factor levels from being selected 

independently since they are dependent on the q-1 component levels. It is mathematically expressed in the following 

equation: [1] 

0≤ Xi ≤1; ∑iq=1Xi =1                                                                                                                                                       < (1) 

Mixture experiments most naturally occur when studying the composition of material and the effect of the material 

composition on one or more responses of interest. 

 

SIGNIFICANCE OF MIXTURE DESIGN 

Mixture designs are specialized experimental designs that provide precise data when the response is influenced by 

the relative quantities of the components. Every run needs to add up to the same amount, and every component 

needs to be recorded in the same units of measurement. Using a small number of experimental runs, these designs 

help provide the most information possible. [2] 

 

RATIONAL OF MIXTURE DESIGN 

1. Optimization of Formulations 

      By using mixture designs, scientists can methodically investigate various component combinations inside a 

mixture in order to determine its ideal formulation. This is important in sectors where product efficacy and safety 

depend on the proper ingredient blend, such as medications and cosmetics.[3]    

2. Resource Efficiency 

      By concentrating on the most illuminating experimental runs, mixture designs allow researchers to manage 

resources more effectively. A fractional factorial or other optimized design can be utilized to gather useful 

information with fewer experiments, as opposed to trying every conceivable combination.[3] 

3. Comprehending Component Interactions:  

      Mixture studies promote comprehension of the ways in which the relative amounts of various components 

interact and impact the response variable. Gaining understanding of the fundamental mechanisms and processes 

controlling the system can be accomplished with the use of this information.[4] 

4. Handling Constraints:  

      Combination designs are created to handle restrictions brought about by the total number of elements in a 

combination, ensuring that the experiment's circumstances are both realistic and workable. This is especially 

important in scenarios where the sum of the parts of the mixture must equal a certain quantity, like 100%. 

5. Statistical Efficiency:  

      Reliability of estimates is achieved with minimal testing thanks to the statistical efficiency of mixture designs. 

Deliberately choosing combinations that produce the greatest amount of system information is how this is 

accomplished. 

6. Relationships Not Well Represented by Traditional Experimental Designs:  

      In contrast, mixture models provide a more realistic picture of the underlying system by capturing nonlinear 

relationships between component proportions and the response variable. 
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MIXTURE DESIGN GEOMETRY 

Cuboidal shapes define the 2k factorial design spaces. A 23 factorial design is defined by a true cube. Mixture design 

spaces, because of the sum to one constraint, are described by simplex shapes of dimension q-1 (there are q mixture 

factors). Simplex Regions for triangle simplex and tetrahedron simplex as shown in Fig. 1 

 

TYPES OF MIXTURE DESIGN 

There are several types of mixture design  

 

Simplex Centroid Design 

Using a simplex centroid design, the formulation variables were optimized. Three parameters were assessed in this 

design by varying their concentrations. Concurrently while maintaining a steady state of total focus. The design of a 

simplex centroid for a three-component system (A, B, C, and D) is shown as an equilateral triangle in a two-

dimensional area. [5, 6] The statistical analysis of the Simplex Centroid Design batches was done using Design-

Expert software. To study the influence of each factor on response and behavior of the system within the designed 

space, response surface plots were generated. [7] 

 

Simplex Lattice Design 

 Henry Scheffe has presented a new statistical technique for examining the characteristics of multi-component 

systems as a function of composition. [8] An invaluable new technique for examining blend characteristics across a 

broad compositional range is the lattice method. For systems consisting of four or more components, it is quite 

beneficial. Precise mapping of responses across broad compositional ranges, and sometimes beyond domains of 

direct interest, should improve the efficacy of experiments by identifying effects that might otherwise remain 

unnoticed. [8] An invaluable new technique for examining blend characteristics across a broad compositional range 

is the lattice method. For systems consisting of four or more components, it is quite beneficial. Precise mapping of 

responses across broad compositional ranges, and sometimes beyond domains of direct interest, should improve the 

efficacy of experiments by identifying effects that might otherwise remain unnoticed.  

The two main components of the method are as follows: 

1. Attributes or responses are measured at lattice composition points; and 

2. The responses are then represented by polynomial equations that have a unique correlation to   the lattice 

points. [8] 

 

Extrem Vertices Design 

The design of extreme vertices is a method for carrying out experiments with mixes when they are subject to 

constraints from multiple elements. The amount of the factor space that would arise if the factor levels were limited 

to just 0% to 100% is decreased by the restrictions that have been placed. The process involves choosing the vertices 

and different centroids of the generated hyper-polyhedron as the design of coming up with a special set of therapy 

combos. This choice is driven by the urge to investigate both the factor space's center and its boundaries. [9] 

Researchers examine the response surface of a dependent variable (denoted as y) in mixed experiments, such as the 

quantity of light produced by a particular size flare in candles. The relationship between this response surface and Q 

factors (q ≥3), is examined. The proportion Xi of the entire mixture is used to represent each Q factor (or component).  

In particular:  

 𝑥𝑖
𝑞
𝑖=1  = 1 and    0≤ ai≤Xi≤ bi≤1                                                                                                                                                < (2) 

When x is subject to limits set by the researcher or the physical context, and i = 1, q and the parameters a i and bi. For i 

= 1,..., q, Scheffe introduced mixed experiments with the cases ai = 0 and bi = 1.  

The {q, m} simplex lattice design, according to him, is a design that fills the factor space uniformly. The values of 

each factor are evenly spaced and range from 0 to 1, so that the total of all the factors   𝑥𝑖𝑞
𝑖=1  equals 1. 

For example, observations at positions (1, 0, 0), (0, 1, 0), (0, 0, 1), (0.5, 0.5, 0), (0.5, 0, 0.5), and (0, 0.5, 0.5) are part of a 

full {3, 2} lattice. These points can be seen as a two-dimensional simplex in Figure 4 and as an illustration in Figure 3 

of the plane x1 + x2 + x3 = 1 in the first octant .[9] 
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As an extension since the case that will be detailed later comprises four factors, a {4, 3} lattice is depicted in Figure 5  

as a three-dimensional simplex (tetrahedron). The q-dimensional factor space typically simplifies to a polyhedron of 

dimension (q - 1).  It's crucial to remember that simplex lattice designs and other language and notation used in 

mixture experiments offer an organized method for examining the connections between various mixture components 

and how they affect the dependent variable. 

 

Optimal Design 

D-optimal, A-optimal, and IV-optimal designs are differentiated by the Design Expert program. The algorithm 

selects points that minimize the volume of the confidence ellipsoid of the coefficients; A-optimal design minimizes 

the average variance of the polynomial coefficients; D-optimality is desired for the factorial and screening designs to 

discover the most important variables. The integrated variance criteria is used in the "IV" or "I" optimal design. [11] 

D- and I-optimal designs for mixture trials where the constituents are assumed to be continuous over the resulting 

design space and are linearly constrained. [11] The D-optimal technique has an advantage over other approaches in 

that it requires fewer runs, which lowers the expense of experimenting. D-optimal is typically utilized in the 

culinary, pharmaceutical, and cosmeceutical industries for product development. [1] 

 

CONCLUSION 

 
In summary, this review underscores the importance of mixture design geometries, with a specific emphasis on 

optimal simple centroid, simple lattice, and axial designs in the context of pharmaceutical optimization. These 

sophisticated design frameworks offer valuable tools for the methodical exploration and enhancement of 

pharmaceutical mixtures, ensuring the efficiency of drug formulation and development. By utilizing these mixture 

design geometries, scientists in the pharmaceutical sector can streamline experimentation, pinpoint optimal 

formulations, and improve drug efficacy. As the demand for personalized medicine and innovative drug delivery 

systems rises, the application of mixture design geometries is positioned to play a crucial role in expediting 

pharmaceutical development, ultimately contributing to the provision of Safer, more efficient, and patient-centric 

therapeutic solutions 

 

ABBREVIATIONS 

 
QbD = Quality by Design  

MEDs = Mixture Experimental Designs 

HPMC = Hydroxy Propyl Methyl Cellulose  

CaO = Calcium Oxide  

CaCl2 = Calcium Chloride  

DS = Drug Substance  

SMEDDS = Self-Microemulsifying Drug Delivery System 

ATV = Atrovastin  

DOE = Design of Experiments 

VCO = Virgin Coconut Oil  
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SR. NO. Q=X (X=2,3,4) SIMPLEX SHAPE 

1. q=2 Straight line 

2. q=3 Triangle 

3. q=4 Tetrahedron 
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Table 2: Examples of Mixture Design Type  

SR. 

NO. 

MIXTURE 

DESIGN 

TYPE 

INDEPENDENT 

VARIABLE 

DEPENDANT 

VARIABLE 
CONCLUSION 

1. 

Simplex 

Centroid 

Design 

 

 

HPMC K15 M and κ -

Carrageenan, sodium 

bicarbonate 

Floating lag time (sec) 

(Flag) Drug released after 

1 hour (%) Time required 

for 90% (t90 ) 

It was conclude that the drug's release 

pattern is more flexible when kappa 

carrageenan and HPMC K 15 M are 

combined. Nevertheless, adding more 

kappa carrageenan is not a good idea 

because it will speed up the drug's 

release from the formulation and 

impede its regulated release by making 

it more hydrated. 

2 

Simplex 

Centroid 

Design 

 

 

Carboxymethyl 

xyloglucan , HPMC 

K100M , and 

dicalcium phosphate 

percent of drug release at 

2nd hour and at 8th hour 

The current study's achieved matrix 

kinetics and sustained drug release 

suggest that the hydrophilic matrix 

tablet made with carboxymethyl 

xyloglucan and HPMC-K100M can be 

used to effectively sustain drug release 

for up to 8 to 12 hours at a time. 

3 

Simplex 

lattice 

design 

CaO, CaCl2 and 

sorbitol 
Moisture content 

The ultimate moisture content of the 

mixed absorber was most significantly 

impacted by the CaCl2. The mass 

fractions of calcium oxide, calcium 

chloride, and sorbitol in the optimized 

desiccant mixture were 0.50, 0.26, and 

0.24, respectively. 

4 
Axial 

system 

DS concentration, DS 

solubility, Extrusion 

system, 

Spheronization time, 

Extrusion scale 

Extrusion rate (g/s), 

Extrusion yield(%), Pellet 

Size, Pellet Size 

Dispersion, Elongation, 

Usable Yield (%), Solidity, 

Pycnometric 

Density(g/cm), Friability, 

Diametral Crushing Force 

(N), Tween 80 (min) 

In light of the findings, the axial system 

emerges as the most effective and 

straightforward method to scale up, 

requiring no modifications to the 

formulation or process, when compared 

to the lab scale. Through various design 

analyses, the design of experiments 

technique made it possible to analyze 

crucial parameters and their interactions 

on the various responses, as well as to 

discover the extrusion system that is 

most efficient. 

5. 
D-Optimal 

Design 

Capmul MCM, 

Tween 20 , and Tetra 

glycol 

Mean droplet size and 

percentage of drug 

released in 15 minutes 

Using the response surface 

methodology-based statistical 

optimization tool, d-optimal mixture 

design, we were able to produce an 

optimum ATVl oaded SMEDDS 

formulation in this study. Comparing 

the optimized ATV-loaded SMEDDS 

formulation to the ATV suspension, the 

rats demonstrated excellent in vitro 

dissolving and in vivo oral 
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bioavailability. The formulation 

contained 7.16% Capmul MCM (oil; X1), 

48.25% Tween 20 (surfactant; X2), and 

44.59% Tetra glycol (co surfactant; X3). 

 

Table 3: Application of Mixture Design 

SR. 

NO. 
DESIGN 

FORMULATION 

VARIABLE 
OUTCOMES REFERENCES 

1. 
Mixture 

Design 

β-casein (2.5%, 5%, 7.5%, 

and 10% w/w), lactose (0% 

to 20% w/w), and 

trehalose (0% to 20% w/w) 

A successful application of Mixture Design of 

Experiments (DOE) enabled the prediction of 

both glass transition and rheological properties, 

crucial for the formulation of a continuous phase 

tailored for nanoemulsions. 

[15] 

2. 

D-optimal 

Mixture 

Design 

VCO (10–20%, w/w), 

Tween 80 : Pluronic PF68 

(10–15%, w/w), xanthan 

gum (0.5–1.0%, w/w) and 

water (64.008–79.291) 

The permeability test results indicated that, 

when applied for 8 hours, copper peptide in 

aqueous solution, with or without a penetration 

enhancer, exhibited negligible transport through 

the cellulose acetate membrane. However, the 

incorporation of nanoemulsion notably 

enhanced the permeability of copper peptide, 

leading to a significant increase of 21.89 ± 0.53% 

in active matter release after an 8-hour 

application. 

[16] 

3. 
Mixture 

Design 

Concentrations of thyme 

oil (10% and 25%), 

labrasol (40% and 70%), 

and transcutol (20% and 

40%) 

The itraconazole and thyme oil–based self-

nanoemulsifying drug delivery systems could 

offer an effective defense against oral diseases 

caused by microbial infections. 

[17] 

 

 

 
Fig. 1 Simplex Regions for q= 3 and q= 4 component 

mixture Simplex Regions for triangle simplex and 

tetrahedron simplex as shown in Fig. 1 

                   Fig. 2 Types of Mixture Design 
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Fig. 3 [x1 + x2 + x3 = 1] plane For example, observations at 

positions (1, 0, 0), (0, 1, 0), (0, 0, 1), (0.5, 0.5, 0), (0.5, 0, 

0.5), and (0, 0.5, 0.5) are part of a full {3, 2} lattice. These 

points can be seen as a two-dimensional simplex in 

Figure 4 and as an illustration in Figure 3 of the plane 

x1 + x2 + x3 = 1 in the first octant . [9] 

Fig. 4 [3, 2] lattice 

 
Fig. 5 [4, 3] lattice[As an extension, since the case that will be detailed later comprises four factors, a {4, 3} lattice is 

depicted in Figure 5 as a three-dimensional simplex (tetrahedron).] [9] 
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Understanding the role of occupational therapy (OT) is essential for all professionals, including teachers, 

in order to help people engage in meaningful activities and enhance their general well-being. Despite its 

significance, little is known about the level of teachers' awareness regarding occupational therapy's role 

in Al Ahsa City schools. This study aimed to measure teachers' awareness of occupational therapy and 

highlight its importance in the school context. A cross-sectional study design was adopted. Three 

hundred seventy-seven teachers from public and private schools were invited to participate in an online 

survey using a semi-structured tool, including both closed-ended and open-ended items, to collect 

quantitative data on teachers' knowledge and understanding of occupational therapy roles. The results 

showed inadequate teachers' awareness of the role of occupational therapy. Most participants had only 
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learned about the term ‚OT‛ through the survey, suggesting a significant gap in their understanding of 

the contribution of occupational therapy in the school environment. No statistically significant 

differences in awareness were found between male and female participants and between public and 

private/international school teachers. The study concluded a significant gap in knowledge and awareness 

about occupational therapy between teachers in public and private/international schools in Al Ahsa City, 

Saudi Arabia. There is an urgent need to provide school teachers with education and awareness of the 

role of occupational therapy by encouraging collaboration between teachers and occupational therapists, 

thereby increasing their awareness and understanding of the potential benefits for students, such as 

improved academic performance, better behavior, and social skills. This, in turn, can create a supportive 

and inclusive learning environment that promotes students' overall well-being. 

 
Keywords: Occupational therapy, Awareness, Knowledge, Teachers, Al Ahsa, Schools 

 

INTRODUCTION 

 
Occupational therapy (OT) is the therapeutic use of activities of daily living (occupations) with groups or individuals 

to improve or increase engagement in habits, routines, roles, and rituals in school, family, community, workplace, 

and other contexts [1].The goal of occupational therapists (OTs) is to promote independence as much as possible. 

Particularly for children with sensory and motor disabilities, occupational therapists motivate them to engage in 

worthwhile activities and provide a range of common academic, social, recreational, self-sufficient living, and 

occupational assistance [2]. Education is one of the key performance areas according to the Occupational Therapy 

Practice Framework: Domain and Process, Fourth Edition (OTPF-4), which is defined as the activities required for 

learning and participation in the classroom. Because OTs focus on a range of occupations (e.g., education, social 

interaction, play, leisure, career, and daily activities), they are in a unique position to make a significant contribution 

to school services [2]. An earlier study also emphasizes the value of occupational therapists collaborating with other 

professionals in educational settings to promote school engagement and a well-rounded education for all children 

[3]. When at-risk youth were compared with a control group, traditional vocational handwriting instruction was 

found to improve test scores [4]. As evidenced by the World Federation of Occupational Therapy (WFOT) 

publication on the topic in 2016, this has helped fuel growing interest in school-based occupational therapy (SBOT) 

around the world. According to WFOT, the work of occupational therapists in schools should be professionally and 

educationally relevant, with a focus on promoting student engagement, optimization and overall well-being. 

 

 However, policymakers appear to lack a clear understanding of what constitutes occupational therapy school 

services, as they routinely include them in legislation along with physiotherapy and speech therapy. If someone 

knows what an occupational therapist does, it is typically because a family member or close relative has received 

occupational therapy, directly provided services, or had a close personal relationship with them [5].Through their 

roles as therapists, mediators, teachers, collaborators and supporters, occupational therapists play a critical role in 

creating an enabling environment (directly and indirectly) [5].  As such, OTs working in schools have recognized the 

need to move from a form of direct, one-on-one care to more group and classroom-based care. By providing 

necessary instruction to teachers and parents, OT's primary contribution is to improve children's success in the 

classroom [6]. The contribution of OTs in schools is diverse. By assessing children's abilities and resources, OTs are 

able to find solutions that can reduce or eliminate learning difficulties. These principles are consistent with the 

American Occupational Therapy Association (AOTA) Recommendations for School-Based Occupational Therapy 

Practice, which emphasize the use of expertise to assist children in preparing for and actively participating in 

important educational and developmental activities in a school environment [7]. Further, Transition is one of the 

occupational therapy services that helps students adapt to their new environment. Transition services are often 

offered in schools, providing a modified environment to help children and their families ease the transition. 

Senthil Vadivel et al., 
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Therefore, this service is crucial during the intervention phase for students with disabilities. Not only does it prepare 

students for academic success in kindergarten, preschool, and high school, but it also helps children develop social 

skills and activities of daily living (ADL), which are important for transition planning. Additionally, this program 

helps children and families adapt to new environments [8]. According to the World Federation of Occupational 

Therapists (WFOT), occupational therapists (OTs) should be employed in education to support and promote full 

participation and well-being by utilizing their skills and identifying ways to reduce participation limits and learning 

activity limitations among students.  England's Code of Practice for special educational needs and disabilities 

suggests joint commissioning as a method for integrating OT services into schools [9].  Occupational adaptation is an 

important process to understand as we learn more about humans as workers. Scientists advocate for a better 

understanding of this process in certain settings, such as academic settings.  

 

In meeting everyday expectations and role demands and interacting with the academic environment, academic 

educators continually demonstrate occupational adaptability. However, little is known about this process [10]. 

Regarding the role of occupational therapy in schools, teachers are the first to raise public awareness of the need for 

occupational therapy in schools [1-2].  Teachers also advised occupational therapists to make their responsibilities at 

school clear to both themselves and other students. An earlier study also indicated that teachers voiced that 

occupational therapist should continue to support and educate them about children with special needs by 

demonstrating and modeling more of the recommended occupational treatments, programs and work to promote 

students' sensory and motor functions [11]. Even though OTs work in a multidisciplinary team with other healthcare 

professionals to rehabilitate patients, their role is much limited in school environment in Saudi Arabian context. 

Despite studies conducted on uncovering the perceptions of the various professionals about Occupational Therapy 

in Saudi Arabia[12-13], none of the studies have focused on school teachers in Saudi Arabia. Thus, this study is the 

first to examine the perception of occupational therapy roles among teachers in urban Al-Ahsa schools in Saudi 

Arabia, with a two-fold aim: (i) school teachers' awareness and knowledge of the role of occupational therapy and its 

scope and the type of students who benefit from it, and (ii) whether there is a relationship between gender and 

teachers' perceptions of the role of occupational therapy, its scope and the type of students who benefit from it. 

 

MATERIALS AND METHODS 
 

Study Design 

A cross sectional study design was adopted to ascertain the teachers’ perception about the role of occupational 

therapy in School settings with a specific reference to Al Ahsa, Saudi Arabia.  

 

Study Setting and participants  

All full-time teachers, both male and female, belonging to the public and private schools, Alahsa Saudi Arabia 

formed the population of the study. Those teachers who were in their training phase and other administrative staff 

are excluded. The study received ethical clearance from the Institutional Review Board (IRB) of King Abdullah 

International Medical Research Center (KAIMRC) (study number NRA22A/033/09).  

 

Sampling methods  

Since the authors could not accurately predict the total number of teachers employed in public and private schools, 

Alahsa Saudi Arabia, the required sample size was calculated based on the formula for estimating the sample size for 

an infinite population. i.e., Z2 x p x (1-p) / C2 [Z score for 95% confidence level = 1.96; p = percentage of population 

assumed as 50% or 0.50 and c = confidence interval or margin of error = 0.05 or 5%]. With a 95% confidence interval 

and a 5% margin of error, the expected sample size is 385. Accordingly, 400 questionnaires were distributed among 

the teachers; however, this study received responses from 377 samples who volunteered to participate, 

demonstrating a response rate of 94%. A snowball sampling technique was adopted where the questionnaire was 

distributed to teachers who, in turn, circulated it among their peers for participation. On scrutiny of the filled survey 
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forms, 35 survey forms are incomplete and are excluded. Finally, 352 completed questionnaires were considered for 

analysis.  

Instrumentation  

The questionnaire utilized in this research was a structured validated tool developed and adopted by Raghuram et 

al. (2021) [14].  The questionnaire was translated into both English and Arabic and content validation was carried out 

through English and Arabic language Expert teachers, as well as the co-investigator. The questionnaire consisted of 

three sections that included demographic data, employment status, and teacher's awareness and knowledge of 

occupational therapy. It comprised of both closed (multiple-choice questions and binary questions with yes/no 

options) and open-ended questions.  

 

Data Collection Procedure 

Data were collected via email using an online survey questionnaire created using Google Forms. Permission was 

obtained from the General Directorate of Education in Al Ahsa to distribute the questionnaire link to teachers via 

email. All participants are required to complete the informed consent form before completing the questionnaire. 

Participants were given a specific time frame to complete the questionnaire and data were collected and analyzed 

between December 2022 and June 2023. 

 

Data Analysis 

The statistical software program SPSS version 24.0 was used to perform the analysis. Descriptive statistics such as 

frequencies and percentages were used to represent participants' awareness of occupational therapy. In addition, chi-

square statistics were applied to examine the association between gender and school type (private/public) in terms of 

teachers' awareness of the role of occupational therapy, the location where they can receive the services, and the type 

of students who can benefit from them. 

 

RESULTS 
 

Baseline characteristics of the participants: 

The majority (45.7%) of participating teachers were 41-50 years of age, while only 17 (4.8%) participants exceeded 61 

years old. Of the participants, 249 (70.7%) subjects were males, and the others were females. The mean duration of 

the work experience was 15.82 ± 8.24 years. It was found that the majority of participants had a bachelor’s degree 

(96%), worked at a public school (88.6%), and had full-time employment (88.6%). Other characteristics of participants 

are shown in Table 1. From Table 2, it was observed that there was no significant difference between both gender 

concerning teachers’ awareness and knowledge about the role of occupational therapy (p> 0.05). It was found that the 

majority of participants had similar views on the role of occupational therapy. Moreover, it is inferred that there was 

a significant difference between both groups of participants in terms of knowledge about OT (p< 0.001) with most 

participants (75%) from private/international schools having this knowledge, while 48.8% of participants from public 

schools had such knowledge. Furthermore, the majority (62.5%) of private/international school participants had 

become familiar with the term OT through social media, while only 48.1% of public-school participants had acquired 

this knowledge through this survey. Also, there were significant differences between both groups regarding the role 

of OT (p= 0.03) where both groups differently perceived the role of OTs in performing all written functions, 

including treating those who cannot engage in daily activities due to injury, illness, or other conditions as well as 

managing injured patients through mobility and exercise, manual treatments, education, and counselling and treat 

patients who are taking medications for illness. Further, there is difference in the perception of participants from 

other groups concerning their knowledge about nature of academic program where OTs needs to qualify after 

schooling. Other data as regarding awareness about the role of OT showed no significant differences between both 

groups of participants. From Table 3, it was revealed that both genders had insignificant differences in awareness of 

the extent of OT practice and the type of students who would benefit from occupational therapy (p > 0.05). In 

addition, it was found that after this survey, despite insignificant differences (p = 0.25), the majority of participants 

showed interest in gaining much more knowledge about occupational therapy (women = 78.6% vs. men = 82.7%). 
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Regarding the extent of OT practice, there are significant differences between both groups (p<0.001), with 50% of 

participants from private/international schools and 38.5% from public schools, considering all selected locations, 

including government organizations/institutions / Hospitals, Non-Governmental Organizations (NGOs), Acute 

Hospitals and Nursing Homes, Rehabilitation Centers/Clinics/De-addiction Centers, Mental Health Facilities, Special 

Schools/Regular Schools, Community Based Rehabilitation Centers (CBR), Social Agencies, etc. Disaster 

Management, Projects, Hospice Care, Chronic Patient Care Centers. Industries can offer occupational therapy. 

Furthermore, there was no significant difference between the opinions of participants from both schools regarding 

the type of students who would benefit from occupational therapy (p>0.05); However, after this survey, the majority 

of participants had more knowledge about occupational therapy (87.5% vs. 80.8%; p = 0.21) 

 

DISCUSSION   
 

The results of this research indicate that there is insufficient knowledge about the role of occupational therapy 

among teachers in schools in Al Ahsa city. Although most participants had a bachelor's degree (96%) and years of 

teaching experience, the study found that most participants had only learned about the term OT through the survey. 

This suggests a need for greater education and awareness of the role of occupational therapy in schools. 

Interestingly, the study found no significant differences between male and female participants in their awareness of 

the extent of occupational therapy practice (p=0.24) or the type of students who would benefit from this therapy 

(p=0.17) [Table 3]. This suggests that gender may not be a significant factor in determining occupational therapy 

awareness in this context. However, the study found that the majority of participants gained more knowledge about 

occupational therapy after completing the survey. This suggests the potential for educational interventions to 

improve knowledge and understanding of the role of occupational therapy in educational settings [15].  To further 

strengthen the role of occupational therapy in schools, it is important to address the barriers that may prevent 

teachers from referring students to occupational therapy services. This may include increasing awareness and 

recognition of the role of occupational therapy, improving referral pathways and providing appropriate resources 

and support[16].  

Several studies have highlighted the potential benefits of occupational therapy in school settings. A systematic 

review by Missiuna et al. found that occupational therapy interventions in schools can improve children's 

participation in school activities and academic performance [17]. Another study by Pfeiffer et al. found that 

occupational therapy can also be effective in promoting positive behavior and social skills in children with 

behavioral and emotional disorders [18].  A recent report suggested greater involvement of occupational therapists 

in educational settings, increasing the importance of OT Professional and its benefits would increase role in 

supporting children's mental health [19]. In addition, the American Occupational Therapy Association (AOTA) has 

developed guidelines for occupational therapy in schools that emphasize the importance of responding to each 

student's individual needs and working with teachers, parents, and other professionals to ensure successful 

participation to promote school activities [20-21]. Further, the results of this study show that there are significant 

differences in knowledge and awareness about occupational therapy (OT) between participating teachers from 

private/international schools and those from public schools. Participants from private/international schools were 

more likely to have knowledge of occupational therapy and to be familiar with the term occupational therapy 

through social media channels. This may be due to differences in access to information and resources between public 

and private schools [22]. However, in-depth research is needed to determine the causes of differences in knowledge 

and awareness of occupational therapy between public and private/intranational school participants. This may 

include examining differences in access to information and resources, as well as differences in training and 

professional development opportunities for teachers and staff in public schools compared to those in 

private/intranational school [3]. Interestingly, while it was also found that there were no significant differences 

between the two groups in their understanding of the written functions of OT, there were no significant differences 

in their awareness of the overall role of OT. This suggests that both groups may have a similar understanding of the 

general principles of OT. The study also found that there were no significant differences between the two groups in 
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their awareness of which types of students would benefit from occupational therapy. This suggests that both groups 

may have similar understandings of the potential benefits of OT for students with different needs, and it is consistent 

with the results of previous studies [22-23].It is important to remember that the majority of participants reported 

gaining more knowledge about occupational therapy after completing the survey. This illustrates the potential of 

educational interventions to raise awareness and increase knowledge about occupational therapy offerings in 

schools, regardless of the type of school. Several studies have highlighted the potential benefits of occupational 

therapy in school settings, including improving students' academic performance, behavior, and social skills [17-18]. 

According to an earlier study, children who struggle with sensory integration and processing issues can perform 

better in school and participate more when there is a sensory integration intervention with OT consulting in their 

educational setting [24]. 

LIMITATIONS  
 

This study has some limitations. First, the study sample was limited to teachers in schools in Al Ahsa city and may 

not be representative of all Saudi Arabian teachers. Second, self-reported data may be susceptible to social 

desirability bias and may not fully reflect participants' actual knowledge and awareness. Third, the underlying 

reasons for the differences in participants' knowledge and awareness of occupational therapy between public and 

private/international schools were not thoroughly examined due to the cross-sectional nature of the study.  

 

RECOMMENDATIONS  
 

Further research is needed to examine the reasons for the differences in knowledge and awareness of occupational 

therapy between public and private/international school participants. Because the study did not examine how 

teachers' increased knowledge and awareness of occupational therapy impacts student outcomes, future work 

should focus on examining these effects. The authors emphasized the urgent need to develop targeted educational 

interventions for teachers and staff in public schools to increase their understanding and awareness of the role of 

occupational therapy in Saudi schools. Additionally, promote collaboration and communication between 

occupational therapists, teachers, and other professionals in the school environment to promote the successful 

participation of all students in school activities. Promote the use of social media and other accessible health-related 

channels to promote greater knowledge of the role of occupational therapy in schools among teachers and staff in 

public schools in Saudi Arabia.  

 

CONCLUSION 
 

The results of this study appear to indicate that there are significant gaps in knowledge and awareness about 

occupational therapy between teachers in public and private/international schools in Al Ahsa city, Saudi Arabia. 

Teachers from private/international schools were more likely to have knowledge of occupational therapy and had 

become familiar with the term ‘occupational therapy’ through social media channels. However, both groups had the 

same ideas about the overall function of occupational therapy and the type of students who would benefit from 

occupational therapy. The study highlights the need for improved education and awareness of the role of 

occupational therapy in schools, particularly among public school teachers. Educational interventions aimed at 

improving school teachers' knowledge and awareness of occupational therapy can help increase their understanding 

of the potential benefits of occupational therapy for students, resulting in all students successfully participating in 

school activities and achieving their academic goals so that their performance, behavior and social skills improve.  
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Table 1: Baseline characteristics of enrolled participants  

Age group Mean ± SD Level of Education N (%) 

20-30 years 39 (11.1%) Bachelor’s degree 338 (96%) 

31-40 years 92 (26.1%) Master’s degree & PhD 14 (4%) 

41-50 years 161 (45.7%) Type of school 

51-60 years 43 (12.2%) Private / International 40 (11.4%) 

≥ 61 years 17 (4.8%) Public 312 (88.6%) 

Sex Currently served age groups 

Male 249 (70.7%) High school 100 (28.4%) 

Female 103 (29.3%) Lower Primary 37 (10.5%) 

Experience (years) 15.82 ± 8.24 Middle school 120 (34.1%) 

Type of employment Upper Primary 95 (27%) 

Full time 312 (88.6%)   

Part-time 40 (11.4%)   
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Table 2: Association between gender concerning the teachers’ awareness and knowledge about the role of 

occupational therapy. 

Variables of teacher’s awareness and 

knowledge on 

Occupational therapy 

Female 

(n= 

103) 

Male 

(n= 

249) 

p-

value 

Private/international 

(n= 40) 

Public 

 

(n=312) 

p-

value 

Do you know about Occupational Therapy?    

< 

0.001*** 

Yes 
47 

(45.6%) 

126 

(50.6%) 
0.23ns 

30 (75%) 
143 

(45.8%) 

No 
56 

(54.4%) 

123 

(49.4%) 
10 (25%) 

169 

(54.2%) 

When did you get familiar with the term “Occupational Therapy 

During my education 
10 

(9.7%) 

23 

(9.2%) 

0.95ns 

4 (10%) 
29 

(9.3%) 

 

 

0.01* 

Social media 
41 

(39.8%) 

106 

(42.6%) 
25 (62.5%) 

122 

(39.1%) 

Through this survey 
48 

(46.6%) 

111 

(44.6%) 
9 (22.5%) 

150 

(48.1%) 

At the work 
3 

(2.9%) 

8 

(3.2%) 
1 (2.5%) 

10 

(3.2%) 

Other 1 (1%) 
1 

(0.40%) 
1 (2.5%) 

1 

(0.30%) 

Have you ever referred a person for Occupational Therapy 

Yes 
19 

(18.4%) 

40 

(16.1%) 
0.34ns 

2 (5%) 
57 

(18.3%) 
0.02* 

No 
84 

(81.6%) 

209 

(83.9%) 
38 (95%) 

255 

(81.7%) 

What do you think an Occupational Therapist will do? 

Treat those who cannot engage in in daily 

activities due to injury, illness, or other 

conditions and assist them in acquiring, 

regaining, maintaining, and developing 

the abilities necessary for both daily living 

and employment. 

16 

(15.5%) 

64 

(25.7%) 

0.17ns 

11 (27.5%) 
69 

(22.1%) 

 

 

 

 

 

 

0.03* 

Treatment options for patients who are 

injured, ill, or incapacitated including 

mobility exercises manual treatments, 

education, and counselling. OTs help 

patients manage their pain and avoid 

illness, maintaining their health and that of 

all age groups. 

14 

(13.6%) 

23 

(9.2%) 
3 (7.5%) 

34 

(11%) 

Treat people who are ill, with medicines. 
16 

(15.5%) 

35 

(14.1%) 
0(0) 

51 

(16.3%) 

All of above. 
57 

(55.4%) 

127 

(51%) 
26 (65%) 

158 

(50.6%) 

Do you think an Occupational Therapist can work in School? 

Yes 
37 

(35.9%) 

74 

(29.7%) 
0.15ns 

11 (27.5%) 
100 

(32.1%) 
0.34ns 

No 
66 

(64.1%) 

175 

(70.3%) 
29 (62.5%) 

212 

(67.9%) 
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Have you worked with an Occupational Therapist before? 

Yes 
4 

(3.9%) 

9 

(3.6%) 
0.55ns 

2 (5%) 
11 

(3.5%) 
0.44ns 

No 
99 

(97.1%) 

240 

(97.4%) 
38 (39%) 

301 

(96.5%) 

What is the course/program is opt for an Occupational Therapist, after schooling 

Diploma in occupational therapy or Allied 

Health Sciences 

22 

(21.4%) 

43 

(17.3%) 

0.66ns 

5 (12.5%) 
60 

(19.2%) 
 

 

0.01* 

Bachelor in occupational therapy or Allied 

Health Sciences 

51 

(49.5%) 

130 

(52.2%) 
15 (37.5%) 

166 

(53.2%) 

Master in occupational therapy or Allied 

Health Sciences 

30 

(29.1%) 

76 

(30.5%) 
20 (50%) 

86 

(27.6%) 

What is the duration of the Occupational Therapy Course/program? 

2.5 years 
15 

(14.6%) 

36 

(14.5%) 

0.63ns 

4 (10%) 
47 

(15.1%) 

 

0.11ns 

3 years 
15 

(14.6%) 

27 

(10.8%) 
4 (10%) 

38 

(12.2%) 

4.5 years 
59 

(57.3%) 

141 

(56.6%) 
20 (50%) 

180 

(57.6%) 

5 years 
14 

(13.5%) 

45 

(18.1%) 
12 (30%) 

47 

(15.1%) 

Identify the location where colleges are there to offer Occupational Therapy courses/program in the kingdom of 

Saudi Arabia? 

Mecca region 
9 

(8.7%) 
20 (8%) 

0.68ns 

2 (5%) 
27 

(8.6%) 

 

0.06ns 

Riyadh region 
24 

(23.3%) 

47 

(18.9%) 
13 (32.5%) 

58 

(18.6%) 

Eastern region 
22 

(21.4%) 

49 

(19.7%) 
3 (7.5%) 

68 

(21.8%) 

All the above 
48 

(46.6%) 

133 

(53.4%) 
22 (55%) 

159 

(51%) 

ns-no significance (p > 0.05); * and *** Significance (p<0.05, p<0.001). 

 

Table 3: Association between gender concerning teachers’ awareness about the scope of OT practice and type of 

students who will benefit from occupational therapy 

Variables of teacher’s awareness 

about the scope of OT practice and 

type of students who will benefit 

from occupational therapy 

Female 

(n= 103) 

Male 

(n=249) 

p-

value 

Private/International 

(n= 40) 

Public 

(n=312) p-value 

Where do Occupational Therapists provide services (Scope of work) 

Government organizations / 

Institutions / Hospitals / Projects 
8 (7.8%) 

21 

(8.4%) 

0.24ns 

1 (2.5%) 
28 

(8.9%) 

< 

0.001*** 

Non-Government Organizations 

(NGOs) 
5 (4.9%) 8 (3.2%) 0 (0) 

13 

(4.2%) 

Acute care hospitals and nursing 

homes are examples of private 

industries. 

4 (3.9%) 15 (6%) 0 (0) 
19 

(6.1%) 

Rehabilitation centers / Clinics / De-

Addiction Centers, Mental Health 

14 

(13.6%) 

26 

(10.4%) 
3 (7.5%) 

37 

(11.9%) 
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Setups etc. 

Special schools/ Mainstream Schools 
10 

(9.7%) 

23 

(9.2%) 
10 (25%) 

23 

(7.4%) 

Community-Based Rehabilitation 

(CBR), Social Agencies, and Disaster 

Management 

2 (1.9%) 
1 

(0.40%) 
0 (0) 3 (1%) 

Projects Hospice care, Chronic care 

centers 
8 (7.8%) 

32 

(12.9%) 
4 (10%) 

36 

(11.5%) 

Industries 9 (8.7%) 7 (2.9%) 0 (0) 
16 

(5.1%) 

Private Practices 5 (4.9%) 
14 

(5.6%) 
2 (5%) 

17 

(5.4%) 

All of the Above 
38 

(36.8%) 

102 

(41%) 
20 (50%) 

120 

(38.5%) 

In your opinion what type of students will be benefitted from Occupational Therapy 

Children having handwriting, 

reading, and calculating problems 
9 (8.7%) 

12 

(4.9%) 

0.17ns 

1 (2.5%) 
20 

(6.4%) 

0.79ns 

Children who are under stress/ 

Depression, low self-esteem, and other 

issues with mental health 

7 (6.8%) 
17 

(6.8%) 
3 (7.5%) 

21 

(6.7%) 

Children who are having maladaptive 

behavior, self-injurious and other 

behavioral problems 

8 (7.8%) 
18 

(7.2%) 
2 (5%) 

24 

(7.7%) 

Children who are having attention 

deficits and hyperactivity behavior 

problems 

2 (1.9%) 
14 

(5.6%) 
2 (5%) 

14 

(4.5%) 

Children who have speech and 

hearing deficit 
2 (1.9%) 

12 

(4.8%) 
1 (2.5%) 

13 

(4.2%) 

Children who have sensory problems 1 (1%) 5 (2%) 0 (0) 6 (1.9%) 

Children who have Autistic features 2 (1.9%) 3 (1.2%) 1 (2.5%) 4 (1.3%) 

Children who have poor social 

communication skills 
7 (6.8%) 3 (1.2%) 0 (0) 

10 

(3.2%) 

All of the Above 
65 

(63.2%) 

165 

(66.3%) 
30 (75%) 

200 

(64.1%) 

After the survey would you like to get more knowledge about Occupational Therapy 

Yes 
81 

(78.6%) 

206 

(82.7%) 
0.25ns 

35 (87.5%) 
252 

(80.8%) 
0.25ns 

No 
22 

(21.4%) 

43 

(17.3%) 
5 (12.5%) 

60 

(19.2%) 

ns- no significance (p > 0.05), ***Significance (p<0.001). 
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Figure-1: Flow Chart showing the study methodology 
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Simon de Beauvoir statement, ‘one is not born a woman one becomes one,’ has a special relevance to 

India where conventions, religious and social taboos dictate and inhibit woman’s individuality. Feminity 

as a cultural construct inscribes the society’s view about women. ShashiDeshpande bares the subtle 

processes of oppression and gender differentiations operative within the institution of the family and the 

male centered Indian society at large. As a writer she presents feministic critiques of the patriarchal 

Indian society. Her art lies in selecting situations with which most Indian women can identify. 

ShashiDeshpande never encourages women to sacrifice their entire self for the sake of their domestic 

bonds. She wants them to break the shackles of the bond and enjoy the breeze of freedom, self- reliance, 

and financial independence. 

 

Keywords :Regeneration, Psychology, Circumscription, Concentration, Patriarchy, Effacement, 

Liberation, Vigorous, Affirmations, Identity, Prejudice. 

 

INTRODUCTION 

  

Indian mythology depicts women as of epitome of sacrifice surrender and effacement. The heroic failures of the 

female ensure the victory of the males. On the contrary Deshpande very interestingly manipulates the Indian myths 

to create a space for women to challenge the traditions of subservience and circumscription. Women in India have 

been suppressed and oppressed in the name of the sugar coated words like familial bonds, motherhood, and divinity 

of women. Women need not be worshipped as goddesses and then burnt into ashes in the name of pathi-bhakthi. 

Women should emerge from the ashes in to the goddess of fire and burn the injustice against them. They don’t want 
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to be the epitome of sacrifice anymore. Sumi’s interpretation of Sairandhri's psychology is completely new and 

modern which exhibits her longing for an independent life. 

 

‘Don’t you think this was something she (Sairandhri) had often wanted, to be 

herself, to sleep alone, to be free, for a while of her five husbands? < To have the 

pleasure, the liberty of being alone, her own mistress, not to have to share her 

bed night with a husband – yes she must have longed for it’ (85-86). 

 

Through a reorientation of the myth ShashiDeshpande suggests that a married woman may desire to enjoy an 

independent existence occasionally.Sumi inA MATTER OF TIMEwas never oppressed or dominated either by her 

husband or her father. She marries the man of her choice and challenged patriarchy. When her husband chooses to 

leave his family life, she never begs him to return to the family life nor dumbly accepts to pathetic condition. 

Immediately, she begins to build herself and her daughters and finally emerges as a woman of confident. Sumi’s 

eldest daughter Aru discards the concept of marriage and decides to become a self-aware confident and autonomous 

woman. Patriarchy could not control the central female characters in the novel A Matter of time. 

 

Though Gopal’s desertion tumbled up the normal life of the family Sumi and her daughters gradually recovers with 

vigorous desire to succeed in life. They never accept inferior and pitiable position.  

 

‘The three girls have changed in themselves, too. Aru’s reserve has turned in to 

secretiveness. She goes out a great deal, more than she did before and it is 

obvious that this has nothing to do with college and her studies. In fact, she has 

nothing to do with college or her studies. In fact, she resigned from the student 

council, something she had taken very seriously until now. Charu has become 

wholly single minded and dogged, the intensity of her pursuit of a seat in a 

medical college frightening. Nothing else seems to exist for her, apart from her 

evening classes and her books when she is at home. And though Seema belying 

Sumi fears, looks the most untouched, she keeps a look from her mother and 

sisters, following Kalyani about even holding her sari end’ (59). 

 

Deshpande’s concentration was on four major issues that are indispensable for the existential affirmation of women: 

education, financial independence, control over her sexuality and the moral choice. She never expects a brave new 

world, but she insists upon the space for women to exist. If women are not allowed to affirm their existence, they will 

record their protest by challenging the stereotyped images of women like Mira, Urmi, Kalyani, Sumi and Aru. The 

success of a country or the entire human race is closely linked with woman’s degeneration and regeneration. It is 

only a matter of time when the login of woman’s liberation has to be enforced to avoid complete social disruption. In 

all her novels ShashiDeshpande represents the contemporary modern women’s struggle to define and attain an 

autonomous selfhood. As Banu.C.Shahin says,‚Pain and disappointment are part of life which no one can avoid or 

escape and experiencing something which is not in our plan should not be considered as failure or indicators of an 

unorganized life‛(2021). Her female protagonists are at great pain to free themselves from stultifying traditional 

constraints. Her concern is mainly to explore the root cause of the fragmentation and to find out what happens to the 

heroines in the process of achieving individuality and existential affirmations. 

 

The identity of women is minimized in family and their separated identity is attached with their husbands and sons 

respectively. As Vadivu.N.says, ‚Dislocation today is ascribed and substantiated as the distinctive feature of 

humanity ant not just a feature of diaspora alone.‛  (2021)Women are threatened by the social stigma of safety and 

protection. There are certain social taboos prevailing in the society that completely doom the individuality of 

women. Women in Indian society are denied of the possibility of existential affirmation. But 

ShashiDeshpande’swomen characters have strength of their own. Inspite of challenges and hostilities, they remain 

unraveled and unrushed. For example, Urmila in ‘The Binding Vine’ is dare enough to declare I am not going to 
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break.  With great courage and dauntless confidence, not only the protagonists but most of the female characters 

achieve self-identity and affirm existence. 

 

According to Marxist feminist theory unfair prejudice within the society must be abolished. A social system in which 

all the members of the society have equal rights and power must be established. ‘Religion is the opiate of masses’ is 

the famous quote used by Karl Marx. According to this theory people rely on their beliefs as pain killers. The rulers 

practice those beliefs in a way that fulfill their desires. Same is the case in the patriarchal system. By quoting the 

traditional stories of Sita and Draupadi, women are cheated by the patriarchal system. We can see Urmi as an 

advocate of Marxist feminist theory when she tries getting justice to the lower class poor girl Kalpana .According to 

Kalpana’s mother Sakuntai women are supposed to lead a submissive life. When her daughter Kalpana is raped 

instead fighting for justice she prefers to hide the issue .Instead of getting justice she scolds her daughter for being 

bold. The female characters in ‘A Matter of Time’ like Kalyani, Sumi, Charu and Aru are perfect examples of women 

who never bother about the conventional ideas of patriarchal system and fight against the traditional life imposed 

upon them by the society. 
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A Pentapartitioned neutrosophic set (PNS) is a powerful structure where we have five components 

Truth, Falsity, Ignorance, Contradiction and unknown . And also it generalizes the concept of fuzzy, 

intuitionistic and neutrosophic set. In this paper we have proposed the concept of K-algebras on 

Pentapartitioned neutrosophic set, level subset of PNS and studied some of the results.  

 

Keywords: Pentapartitioned Neutrosophic Set (PNS), K-algebras, Pentapartitioned Neutrosophic K-

algebra 

 

INTRODUCTION 

 

Dar and Akram [12] proposed a novel logical algebra known as K-algebra. The algebraic structure of a group G 

which K-algebra was built on should have a right identity element and satisfy the properties of non-commutative 

and non-associative. Furthermore this group G is of the type where each non-identity element is not of order 2 and 

K-algebra was built by adjoining the induced binary operation on G *11,12,13+. Zadeh’s *25+ fuzzy set theory was a 

powerful framework which deals the concept of uncertainity, imprecision and also it represented by membership 

function which lies in a unit interval of [0,1]. Fuzzy K-algebra was introduced by Akram et.al [2,3,5] and also they 

established this in a wide-reaching way through other researchers. When fuzzy set was broadened, a new set called 

Intuitionistic fuzzy set which was introduced by Atanasov [9] in 1983. It has an additional degree called the degree of 

nonmembership. Intuitionistic fuzzy K-subalgebras was proposed by Akram et al. [4,6]. Intuitionistic Fuzzy Ideals of 

BCK-Algebras was proposed by Y.B.Jun, K.H.Kim[14] 
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Neutrosophic set which is a generalization of fuzzy set and intuitionistic fuzzy set was introduced by 

Smarandache[20] in 1998. Akram et al.[8] studied K-algebras on single valued neutrosophic sets and also discussed 

homomorphisms between the single valued neutrosophic K-subalgebras. Belnap[10] introduced the concept of five 

valued logic that is the information are represented by five components T,F,None,Both which denotes true, false, 

neither true nor false, both true and false and unknown respectively. Based on this concept Smarandache proposed 

five  numerical valued neutrosophic logic where indeterminacy is splitted into three terms known as 

Contradiction(C) and Unknown(U) and unknown(G). The concept of Pentapartitioned Neutrosophic Pythagorean 

Sets was introduced by R. Radha and A. Stanis Arul Mary. Fuzzy K-algebra was introduced by Akram et.al [2,3,5] 

and also they established this in a wide-reaching way through other researchers. The concept of Quadripartitioned 

Neutrosophic Pythagorean sets and K- algebra on the respective set was initiated by R. Radha and A. Stanis Arul 

Mary. In this paper, we extend the concepts to PentapartitionedNeutrosophic Pythagorean Sets. Rama Malik and 

Surpathi Pranamik [22] introduced pentapartitioned neutrosophic set and its properties. 

 

Neutrosophic set which is a generalization of fuzzy set and intuitionistic fuzzy set was introduced by 

Smarandache[23] in 1998.In additional to membership and non membership function neutrosophic set has one more 

extra component called indeterminacy membership function. Also all the values of these three components lies in the 

real standard or non-standard subset of unit interval +−0,1+* where −0 = 0 − ϵ, 1+ = 1 + ϵ, ϵ is an infinitesimal number. 

Algebraic structures applied in Neutrosophic set theory[7] and it has immense applications in different disciplines. 

A. A. A. Agboola, B. Davvaz[1]  presented the introduction to neutrosophic BCI/BCK algebras. Smarandache and 

Wang et al. [21] introduced single-valued neutrosophic set which plays a vital place in many real life problems and it 

takes the values from the subset of [0,1]. Akram et al.[8] studied K-algebras on single valued neutrosophic sets and 

also discussed homomorphisms between the single valued neutrosophic K-subalgebras. Belnap[10] introduced the 

concept of five valued logic that is the information are represented by five components T,F,None,Both which denotes 

true,false, neither true nor false, both true and false and unknown respectively. Based on this concept Smarandache 

proposed five  numerical valued neutrosophic logic where indeterminacy is splitted into three terms known as 

Contradiction(C) and Unknown(U) and unknown(G). RajashiChatterjee.,et al[19] introduced Quadripartitioned 

Single Valued Neutrosophic(QSVN)  set in which we have four components T,C,U and F respectively and also it lies 

in the real unit interval of [0,1]. R. Radha and A. Stanis Arul Mary [15-18] introduced the concept of 

Pentapartititioned neutrosophic Pythagorean Sets and topological space. The concept of heptapartitioned 

neutrosophic sets was introduced by us. The Quadripartitioned Neutrosophic Pythagorean set on K- algebra has 

been  initiated by us.In this paper, we have  studied the concept of PentapartitionedNeutrosophic  K-algebra and 

discussed some of its properties. 

 

Preliminaries 

Definition 2.1[12] Let ( ,,G ʘ, )e  be a group in which each non-identity element is not of order 2. Then a K-algebra 

is a structure Ꝁ= ( ,,G ʘ, )e  on a group G in which induced binary operation ʘ:𝐺⨉𝐺 → 𝐺 is defined by ʘ 𝑥,𝑦 =

𝑥ʘ𝑦 = 𝑥𝑦−1 and satisfies the following axioms: 

(i)  𝑥ʘ𝑦 ʘ 𝑥ʘ𝑧 =  𝑥ʘ  𝑒ʘ𝑧 ʘ 𝑒ʘ𝑦   ʘ𝑥, 

(ii) 𝑥ʘ 𝑥ʘ𝑦 =  𝑥ʘ 𝑒ʘ𝑦  ʘ𝑥, 

(iii) 𝑥ʘ𝑥 = 𝑒, 

(iv) 𝑥ʘ𝑒 = 𝑥, 

(v) 𝑒ʘ𝑥 = 𝑥−1 , for all 𝑥,𝑦, 𝑧 ∈ 𝐺. 

 

Definition 2.2[8] A single-valued neutrosophic set 𝐴 =  𝑇𝐴 , 𝐼𝐴 ,𝐹𝐴 in a K-algebra Ꝁ is called a single-valued 

neutrosophic K-subalgebra of Ꝁ if it satisfies the following conditions: 

(i) 𝑇𝐴 𝑠ʘ𝑡 ≥ 𝑚𝑖𝑛 𝑇𝐴 𝑠 ,𝑇𝐴 𝑡  , 

(ii) 𝐼𝐴 𝑠ʘ𝑡 ≥ 𝑚𝑖𝑛 𝐼𝐴 𝑠 , 𝐼𝐴 𝑡  , 

(iii) 𝐹𝐴 𝑠ʘ𝑡 ≤ 𝑚𝑎𝑥 𝐹𝐴 𝑠 ,𝐹𝐴 𝑡  , for all 𝑠, 𝑡 ∈ 𝐺. 

Note that 𝑇𝐴 𝑒 ≥ 𝑇𝐴 𝑠 , 𝐼𝐴 𝑒 ≥ 𝐼𝐴 𝑠 ,𝐹𝐴 𝑒 ≤ 𝐹𝐴 𝑠 ,𝑓𝑜𝑟 𝑎𝑙𝑙 𝑠 ∈ 𝐺. 
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Definition 2.3[22] 

Let P be a non-empty set. A Pentapartitioned Neutrosophic set PNS A over P characterizes each element p in P by a 

truth-membership function  𝑇𝐴 , a contradiction membership function CA, an ignorance membership function𝐺𝐴, 

unknown membership function 𝑈𝐴and a falsity membership function  𝐹𝐴 ,such that for each 𝑝 ∈ 𝑃, 

0 ≤ 𝑇𝐴 + 𝐶𝐴 +𝑈𝐴 + 𝐺𝐴 +  𝐹𝐴 ≤ 5 

 

Pentapartitioned Neutrosophic K-subalgebra 

Definition 3.1 

 A Pentapartitioned Neutrosophic set M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) in a K-algebra Ꝁ is  called a 

Pentapartitioned neutrosophic K-subalgebra of Ꝁ if it satisfies the following conditions. 

 (i) A1 M (e) ≥A1 M (u), A2 M (e) ≥A2 M (u), A3 M (e) ≤A3 M (u),A4 M (e) ≤A4 M (u) and         

A5 M (e) ≤A5 M (u)for all Gu . 

(ii) A1 M (u ⨀ v) ≥ min {A1 M (u), A1 M (v)} 

(iii) A2 M (u ⨀ v) ≥ min {A2 M (u), A2 M (v)} 

(iv) A3 M (u ⨀ v) ≤ min {A3 M (u), A3 M (v)} 

(v) A4 M (u ⨀ v) ≤ min {A4 M (u), A4 M (v)} 

(vi) A5 M (u ⨀ v) ≤ min {A5 M (u), A5 M (v)} 

 

Example 3.1 

Let M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) is the cyclic group of order five in a K-algebra 

 Ꝁ= ( ,,G ʘ, )e . The Cayley’s table for ʘ is given as follows. 

 
ʘ E g 2g  

3g  
4g  

E E 4g  
3g  

2g  G 

G G e 4g  
3g  

2g  

2g  
2g  

g e  4g  
3g  

3g  
3g  

2g  g E 4g  

4g  
4g  

3g  
2g  G E 

 

We define a PNP set in K-algebra as follows. 

A1M(e) = 0.5, A2M(e) = 0.4, A3M(e) = 0.1, A4M(e) = 0.3, A5M(e) = 0.2,   

A1M(u) = 0.1, A2M(u) = 0.2, A3M(u) = 0.4, A4M(u) = 0.5, A5M(u) = 0.3 

for all .Geu  Clearly it shows that M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) is a PNP K-algebras of  Ꝁ. 

 

Proposition 3.1 

If M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) denotes a Pentapartitioned neutrosophic K-algebras of  Ꝁ then, 

a)  ∀ 𝑢,𝑣 ∈ 𝐺 ,  𝐴1 𝑀 𝑢ʘ𝑣 = 𝐴1 𝑀 𝑣 ⇒ 𝐴1 𝑀 𝑢 = 𝐴1 𝑀(𝑒)  
 ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴1𝑀 𝑢 = 𝐴1𝑀(𝑒) ⇒ 𝐴1𝑀 𝑢ʘ𝑣 ≥ 𝐴1𝑀 𝑣   

b)  ∀ 𝑢,𝑣 ∈ 𝐺 ,  𝐴2 𝑀 𝑢ʘ𝑣 = 𝐴2 𝑀 𝑣 ⇒ 𝐴2 𝑀 𝑢 = 𝐴2 𝑀(𝑒)  

 ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴2𝑀 𝑢 = 𝐴2𝑀(𝑒) ⇒ 𝐴2𝑀 𝑢ʘ𝑣 ≥ 𝐴2𝑀 𝑣   

c)  ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴3 𝑀 𝑢ʘ𝑣 = 𝐴3 𝑀 𝑣 ⇒ 𝐴3 𝑀 𝑢 = 𝐴3 𝑀(𝑒)  

 ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴3𝑀 𝑢 = 𝐴3𝑀(𝑒) ⇒ 𝐴3𝑀 𝑢ʘ𝑣 ≤ 𝐴3𝑀 𝑣   

d)  ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴4 𝑀 𝑢ʘ𝑣 = 𝐴4 𝑀 𝑣 ⇒ 𝐴4 𝑀 𝑢 = 𝐴4 𝑀(𝑒)  
 ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴4𝑀 𝑢 = 𝐴4𝑀(𝑒) ⇒ 𝐴4𝑀 𝑢ʘ𝑣 ≥ 𝐴4𝑀 𝑣   

 

e) ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴5 𝑀 𝑢ʘ𝑣 = 𝐴5 𝑀 𝑣 ⇒ 𝐴5 𝑀 𝑢 = 𝐴5 𝑀(𝑒)  
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 ∀ 𝑢, 𝑣 ∈ 𝐺 ,  𝐴5𝑀 𝑢 = 𝐴5𝑀(𝑒) ⇒ 𝐴5𝑀 𝑢ʘ𝑣 ≥ 𝐴5𝑀 𝑣   

 

Proof : 

We only prove (a) and (c). (b) (d) and (e) proved in a similar way. 

(a) First we assume that 𝐴1 𝑀 𝑢ʘ𝑣 = 𝐴1 𝑀 𝑣  ∀ 𝑢, 𝑣 ∈ G. Put 𝑣 = 𝑒 and by  Definition we get 

𝐴1 𝑀 𝑢 = 𝐴1 𝑀 𝑢ʘ𝑒 = 𝐴1 𝑀(𝑒). Let for 𝑢,𝑣 ∈ G be such that 𝐴1 𝑀 𝑢 = 𝐴1 𝑀(𝑒) then, 
𝐴1 𝑀 𝑢ʘ𝑣 ≥ 𝑚𝑖𝑛 𝐴1 𝑀 𝑢 ,𝐴1 𝑀 𝑣  = 𝑚𝑖𝑛 𝐴1 𝑀 𝑒 ,𝐴1 𝑀 𝑣  = 𝐴1 𝑀 𝑣 . 
Now to prove (c) consider that 𝐴3 𝑀 𝑢ʘ𝑣 = 𝐴3 𝑀 𝑣  ∀ 𝑢,𝑣 ∈ G. Put 𝑣 = 𝑒 and by Definition ,  we have 𝐴3 𝑀 𝑢 =

𝐴3 𝑀 𝑢ʘ𝑒 = 𝐴3 𝑀(𝑒). Let for 𝑢, 𝑣 ∈ G be such that 𝐴3 𝑀 𝑢 = 𝐴3 𝑀(𝑒) then, 

𝐴3 𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴3 𝑀 𝑢 ,𝐴3 𝑀 𝑣  = 𝑚𝑎𝑥 𝐴3 𝑀 𝑒 ,𝐴3 𝑀(𝑣) = 𝐴3 𝑀 𝑣 . Hence the proof. 

 

Definition 3.2 

Let M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M)be a Pentapartitioned neutrosophic set in a  K-algebra of  Ꝁ and let 

 𝜆,𝜇,𝜗, 𝜉,𝜑 ∈  0,1 ×  0,1 ×  0,1 ×  0,1 ×  0,1  with  𝜆 + 𝜇 + 𝜗 + 𝜉 + 𝜑 ≤ 5. Then the sets, 

𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑 =  𝑢 ∈ 𝐺|𝐴1𝑀(𝑢) ≥ 𝜆,𝐴2𝑀(𝑢) ≥ 𝜇,𝐴3𝑀(𝑢) ≤ 𝜗,𝐴4𝑀(𝑢) ≤ 𝜉,𝐴5𝑀(𝑢) ≤ 𝜑 , 

𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑 = 𝑈(𝐴1𝑀 ,𝜆) ∩𝑈′(𝐴2𝑀 ,𝜇) ∩ 𝐿(𝐴3𝑀 ,𝜗) ∩ 𝐿′(𝐴4𝑀 ,𝜉) ∩ 𝐿′′(𝐴5𝑀 ,𝜑)  are called  𝜆,𝜇,𝜗, 𝜉,𝜑  level subsets of  

Pentapartitioned neutrosophic set 𝑀. 

And also the set 𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑 =  𝑢 ∈ 𝐺|𝐴1 𝑀(𝑢) > 𝜆,𝐴2 𝑀(𝑢) > 𝜇,𝐴3 𝑀(𝑢) < 𝜗,𝐴4 𝑀(𝑢) < 𝜉, 𝐴5 𝑀(𝑢) < 𝜑  is known as 

strong  𝜆,𝜇,𝜗, 𝜉,𝜑  level subset of 𝑀. 

Note: The set of all  𝜆,𝜇,𝜗, 𝜉,𝜑 ∈ 𝐼𝑚(𝐴1 𝑀) × 𝐼𝑚(𝐴2 𝑀) × 𝐼𝑚(𝐴3 𝑀) × 𝐼𝑚(𝐴4 𝑀) × 𝐼𝑚(𝐴5 𝑀) is known as image of M =  

( A1 M, A2 M , A3 M ,A4 M , A5 M) 

 

Proposition 3.2 

If M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M)is a Pentapartitionedneutrosophic   K-algebra of Ꝁ then the level subsets, 

𝑈 𝐴1𝑀 ,𝜆 =  𝑢 ∈ 𝐺| 𝐴1𝑀(𝑢) ≥ 𝜆 ,𝑈′ 𝐴2𝑀 ,𝜇 =  𝑢 ∈ 𝐺| 𝐴2𝑀(𝑢) ≥ 𝜇 , 
𝐿 𝐴3𝑀 ,𝜗 =  𝑢 ∈ 𝐺| 𝐴3𝑀(𝑢) ≤ 𝜗 ,𝐿′ 𝐴4𝑀 ,𝜉 =  𝑢 ∈ 𝐺| 𝐴4𝑀(𝑢) ≤ 𝜉  and  𝐿′′ 𝐴5𝑀 ,𝜑 =  𝑢 ∈ 𝐺| 𝐴5𝑀(𝑢) ≤ 𝜑  

 

are K-subalgebras of  Ꝁ for every  𝜆,𝜇,𝜗, 𝜉,𝜑 ∈ 𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 × 𝐼𝑚  𝐴5𝑀 ⊆

[0,1]where 𝑚  𝐴1𝑀 , 𝐼𝑚  𝐴2𝑀  𝐼𝑚  𝐴3𝑀 , 𝐼𝑚  𝐴4𝑀 𝑎𝑛𝑑 𝐼𝑚  𝐴5𝑀  are sets of values 

A1 𝑀 ,𝐴2 𝑀 ,𝐴3 𝑀 ,𝐴4(𝑀) 𝑎𝑛𝑑 𝐴5(𝑀) respectively. 

Proof : 

 Let M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) be a Pentapartitioned neutrosophic set in a  K-algebra of  Ꝁ and 

 𝜆,𝜇,𝜗, 𝜉,𝜑 ∈ 𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 × 𝐼𝑚  𝐴5𝑀 be such that 𝑈  𝐴1𝑀 ,𝜆 ≠ ∅, 𝑈′  𝐴2𝑀 ,𝜇 ≠ ∅,

𝐿  𝐴3𝑀 ,𝜗 ≠ ∅ , 𝐿′  𝐴4𝑀 ,𝜉 ≠ ∅ 𝑎𝑛𝑑 𝐿′′  𝐴5𝑀 ,𝜑 ≠ ∅. We have to show that 𝑈,𝑈′,𝐿, 𝐿′ 𝑎𝑛𝑑 𝐿′′ are level  

K-subalgebras. Let for 𝑢, 𝑣 ∈ 𝑈  𝐴1𝑀 ,𝜆 ,  𝐴1𝑀 𝑢 ≥ 𝜆 𝑎𝑛𝑑  𝐴1𝑀 𝑣 ≥ 𝜆. By definition, we get  𝐴1𝑀(𝑢ʘ𝑣) ≥

𝑚𝑖𝑛  𝐴1𝑀 𝑢 ,  𝐴1𝑀 𝑣  ≥ 𝜆. It shows that 𝑢ʘ𝑣 ∈  𝑈  𝐴1𝑀 ,𝜆 . Hence 𝑈  𝐴1𝑀 ,𝜆  is a level K-subalgebra of Ꝁ. Similarly 

we can prove for 𝑈′ 𝐴2𝑀 ,𝜇 ,𝐿 𝐴3𝑀 ,𝜗 , 𝐿′ 𝐴4𝑀 ,𝜉  𝑎𝑛𝑑 𝐿′′ 𝐴5𝑀 ,𝜑 . 

Theorem 3.1  

Let M =( A1 M, A2 M , A3 M ,A4 M , A5 M) be a Pentapartitioned neutrosophic set in a  K-algebra of  Ꝁ. Then M =  ( A1 

M, A2 M , A3 M ,A4 M , A5 M) is a Pentapartitioned neutrosophic K-sub algebra of Ꝁ if and only if 𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑 is a K-

subalgebra of Ꝁ for every   𝜆,𝜇,𝜗, 𝜉,𝜑 ∈ 𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 × 𝐼𝑚  𝐴5𝑀 with  

𝜆 + 𝜇 + 𝜗 + 𝜉 + 𝜑 ≤ 5. 

 

Proof:  

First assume that 𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑  is a K-subalgebra of Ꝁ. If the conditions in Definition 3.1 fails then there exist 𝑠, 𝑡 ∈ 𝐺 

such that, 
𝐴1𝑀 𝑠ʘ𝑡 < 𝑚𝑖𝑛 𝐴1𝑀 𝑠 ,𝐴1𝑀 𝑡   
𝐴2𝑀 𝑠ʘ𝑡 < 𝑚𝑖𝑛 𝐴2𝑀 𝑠 ,𝐴2𝑀 𝑡   
𝐴3𝑀 𝑠ʘ𝑡 > 𝑚𝑎𝑥 𝐴3𝑀 𝑠 ,𝐴3𝑀 𝑡   

𝐴4𝑀 𝑠ʘ𝑡 > 𝑚𝑎𝑥 𝐴4𝑀 𝑠 ,𝐴4𝑀 𝑡   
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𝐴5𝑀 𝑠ʘ𝑡 > 𝑚𝑎𝑥 𝐴5𝑀 𝑠 ,𝐴5𝑀 𝑡   

Now let 𝜆1 =
1

2
 𝐴1𝑀 𝑠ʘ𝑡 + 𝑚𝑖𝑛 𝐴1𝑀 𝑠 ,𝐴1𝑀 𝑡   , 

𝜇1 =
1

2
 𝐴2𝑀 𝑠ʘ𝑡 +  𝑚𝑖𝑛 𝐴2𝑀 𝑠 ,𝐴2𝑀 𝑡   , 

𝜗1 =
1

2
 𝐴3𝑀 𝑠ʘ𝑡 +𝑚𝑎𝑥 𝐴3𝑀 𝑠 ,𝐴3𝑀 𝑡   , 

𝜉1 =
1

2
 𝐴4𝑀 𝑠ʘ𝑡 +𝑚𝑎𝑥 𝐴4𝑀 𝑠 ,𝐴4𝑀 𝑡    

𝜑1 =
1

2
 𝐴5𝑀 𝑠ʘ𝑡 +𝑚𝑎𝑥 𝐴5𝑀 𝑠 ,𝐴5𝑀 𝑡    

Now we have, 
𝐴1𝑀 𝑠ʘ𝑡 < 𝜆1 < 𝑚𝑖𝑛 𝐴1𝑀 𝑠 ,𝐴1𝑀 𝑡   
𝐴2𝑀 𝑠ʘ𝑡 < 𝜇1 < 𝑚𝑖𝑛 𝐴2𝑀 𝑠 ,𝐴2𝑀 𝑡   
𝐴3𝑀 𝑠ʘ𝑡 > 𝜗1 > 𝑚𝑎𝑥 𝐴3𝑀 𝑠 ,𝐴3𝑀 𝑡   
𝐴4𝑀 𝑠ʘ𝑡 > 𝜉1 > 𝑚𝑎𝑥 𝐴4𝑀 𝑠 ,𝐴4𝑀 𝑡   
𝐴5𝑀 𝑠ʘ𝑡 > 𝜑1 > 𝑚𝑎𝑥 𝐴5𝑀 𝑠 ,𝐴5𝑀 𝑡   
This implies that 𝑠, 𝑡 ∈ 𝑋 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑  𝑎𝑛𝑑 𝑠ʘ𝑡 ∉ 𝑋 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑  which is a contradiction. This proves that the conditions of 

Definition 3.1 is true. Hence M =( A1 M, A2 M , A3 M ,A4 M , A5 M)is a Pentapartitioned neutrosophic K-sub algebra of  

Ꝁ. 

 

Now assume that M =( A1 M, A2 M , A3 M ,A4 M , A5 M)be a Pentapartitionedneutrosophic     K-subalgebra of  Ꝁ. Let 

for  𝜆,𝜇,𝜗, 𝜉,𝜑 ∈ 𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 × 𝐼𝑚  𝐴5𝑀  with 𝜆 + 𝜇 + 𝜗 + 𝜉 +𝜑 ≤ 5 such that 

𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑 ≠ ∅. Let 𝑢, 𝑣 ∈ 𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑  be such that, 

𝐴1𝑀 𝑢 ≥ 𝜆,𝐴1𝑀 𝑣 ≥ 𝜆′, 
𝐴2𝑀 𝑢 ≥ 𝜇,𝐴2𝑀 𝑣 ≥ 𝜇′, 
𝐴3𝑀 𝑢 ≤ 𝜗,𝐴3𝑀 𝑣 ≤ 𝜗′, 
𝐴4𝑀 𝑢 ≤ 𝜉,𝐴4𝑀 𝑣 ≤ 𝜉′ 
𝐴5𝑀 𝑢 ≤ 𝜑,𝐴5𝑀 𝑣 ≤ 𝜑′ 
 

Now assume that 𝜆 ≤ 𝜆′,𝜇 ≤ 𝜇′,𝜗 ≥ 𝜗′  𝜉 ≥ 𝜉′𝑎𝑛𝑑 𝜑 ≥  𝜑′.  It follows from Definition 3.1 that, 
𝐴1𝑀 𝑢ʘ𝑣 ≥ 𝜆 = 𝑚𝑖𝑛 𝐴1𝑀 𝑢 ,𝐴1𝑀 𝑣  , 
𝐴2𝑀 𝑢ʘ𝑣 ≥ 𝜇 = 𝑚𝑖𝑛 𝐴2𝑀 𝑢 ,𝐴2𝑀 𝑣  , 
𝐴3𝑀 𝑢ʘ𝑣 ≤ 𝜗 = 𝑚𝑎𝑥 𝐴3𝑀 𝑢 ,𝐴3𝑀 𝑣  , 
𝐴4𝑀 𝑢ʘ𝑣 ≤ 𝜉 = 𝑚𝑎𝑥 𝐴4𝑀 𝑢 ,𝐴4𝑀 𝑣   
𝐴5𝑀 𝑢ʘ𝑣 ≤ 𝜑 = 𝑚𝑎𝑥 𝐴5𝑀 𝑢 ,𝐴5𝑀 𝑣   
This shows that 𝑢ʘ𝑣 ∈ 𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑 . Hence 𝑀 𝜆 ,𝜇 ,𝜗 ,𝜉 ,𝜑  is a K-subalgebra of Ꝁ. 

 

Theorem 3.2  

Let M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M)be a Pentapartitioned neutrosophic K-subalgebra and 

(𝜆1,𝜇1 ,𝜗1 ,𝜉1 ,𝜑1), (𝜆2,𝜇2 ,𝜗2 ,𝜉2 ,𝜑2) ∈ 𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 × 𝐼𝑚  𝐴5𝑀  𝑤𝑖th 𝜆𝑖 + 𝜇𝑖 + 𝜗𝑖 + 𝜉𝑖 +

𝜑𝑖  ≤ 5 for 𝑖 = 1,2. Then 𝑀(𝜆1,𝜇1 ,𝜗1 ,𝜉1,𝜑1) = 𝑀(𝜆2,𝜇2 ,𝜗2 ,𝜉2,𝜑2) if (𝜆1,𝜇1,𝜗1 ,𝜉1 ,𝜑1) = (𝜆2,𝜇2,𝜗2 ,𝜉2 ,𝜑2). 

 

Proof: 

When (𝜆1,𝜇1,𝜗1 ,𝜉1 ,𝜑1) = (𝜆2,𝜇2,𝜗2 ,𝜉2 ,𝜑2) then the result is obvious for 𝑀(𝜆1,𝜇1 ,𝜗1 ,𝜉1,𝜑1) = 𝑀(𝜆2,𝜇2 ,𝜗2 ,𝜉2,𝜑2). Conversely 

assume that 𝑀(𝜆1,𝜇1 ,𝜗1,𝜉1,𝜑1) = 𝑀(𝜆2,𝜇2 ,𝜗2 ,𝜉2,𝜑2). Since (𝜆1,𝜇1 ,𝜗1 ,𝜉1 ,𝜑1) ∈  𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 ×

𝐼𝑚  𝐴5𝑀  there exists 𝑢 ∈ 𝐺 such that  𝐴1𝑀 𝑢 = 𝜆1,  𝐴2𝑀 𝑢 = 𝜇1,  𝐴3𝑀 𝑢 = 𝜗1  𝐴4𝑀 𝑢 = 𝜉 1 

 𝑎𝑛𝑑 𝐴5𝑀 𝑢 = 𝜑1. This implies that 𝑢 ∈ 𝑋(𝜆1,𝜇1 ,𝜗1 ,𝜉1,𝜑1) = 𝑋(𝜆2,𝜇2 ,𝜗2 ,𝜉2,𝜑2).  

Hence 𝜆1 =  𝐴1𝑀 𝑢 ≥ 𝜆2 ,𝜇1 =  𝐴2𝑀 𝑢 ≥ 𝜇2,𝜗1 =  𝐴3𝑀 𝑢 ≤ 𝜗2 , 𝜉1 =  𝐴4𝑀 𝑢 ≤ 𝜉2 and𝜑1 = 𝐴5𝑀 𝑢 ≤ 𝜑2 . Also 

(𝜆2,𝜇2 ,𝜗2 ,𝜉2,𝜑2) ∈ 𝐼𝑚  𝐴1𝑀 × 𝐼𝑚  𝐴2𝑀 × 𝐼𝑚  𝐴3𝑀 × 𝐼𝑚  𝐴4𝑀 × 𝐼𝑚  𝐴5𝑀 there exists 𝑣 ∈ 𝐺 such that  𝐴1𝑀 𝑣 =

𝜆2,𝐴2𝑀 𝑣 = 𝜇2 
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  𝐴3𝑀 𝑣 = 𝜗2  ,𝐴4𝑀 𝑣 = 𝜉2  ,𝐴5𝑀 𝑣 = 𝜑2𝑎𝑛𝑑 . This implies that 𝑣 ∈ 𝑋(𝜆2,𝜇2 ,𝜗2 ,𝜉2,𝜑2) = 𝑋(𝜆1,𝜇1 ,𝜗1,𝜉1,𝜑1). Hence 𝜆2 =

𝐴1𝑀 𝑣 ≥ 𝜆1 ,𝜇2 = 𝐴2𝑀 𝑣 ≥ 𝜇1,𝜗2 = 𝐴3𝑀 𝑣 ≤  𝜗1  ,𝜉2 = 𝐴4𝑀 𝑣 ≤ 𝜉1  𝑎𝑛𝑑 𝜑2 = 𝐴5𝑀 𝑢 ≤ 𝜑1. Hence 

(𝜆1,𝜇1 ,𝜗1 ,𝜉1 ,𝜑1) = (𝜆2,𝜇2 ,𝜗2,𝜉2 ,𝜑2). 

 

Theorem 3.3 

Let 𝐼 be a K-subalgebra of K-algebra Ꝁ. Then there exists a Pentapartitioned neutrosophic K-subalgebraM =  ( A1 M, 

A2 M , A3 M ,A4 M , A5 M) of  K-algebra Ꝁ such that M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) = I  

for some 𝜆,𝜇 ∈  0,1  𝑎𝑛𝑑 𝜗, 𝜉,𝜑 ∈  0,1  

 

Proof : 

Let M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M)be a Pentapartitioned neutrosophic set in   K-algebra Ꝁ given by, 

𝐴1𝑀 𝑢 =  
𝜆 ∈  0,1 , 𝑖𝑓𝑢 ∈ 𝐼

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
  

𝐴2𝑀 𝑢 =  
𝜇 ∈  0,1 , 𝑖𝑓𝑢 ∈ 𝐼

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
  

𝐴3𝑀 𝑢 =  
𝜗 ∈ [0,1), 𝑖𝑓𝑢 ∈ 𝐼

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
  

𝐴4𝑀 𝑢 =  
𝜉 ∈ [0,1), 𝑖𝑓𝑢 ∈ 𝐼

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
  

𝐴5𝑀 𝑢 =  
𝜑 ∈ [0,1), 𝑖𝑓𝑢 ∈ 𝐼

0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
  

Let 𝑢, 𝑣 ∈ 𝐺. If 𝑢, 𝑣 ∈ 𝐼 then 𝑢ʘ𝑣 ∈ 𝐼 and so, 
𝐴1𝑀 𝑢ʘ𝑣 ≥ 𝑚𝑖𝑛 𝐴1𝑀 𝑢 ,𝐴1𝑀 𝑣  , 
𝐴2𝑀 𝑢ʘ𝑣 ≥ 𝑚𝑖𝑛 𝐴2𝑀 𝑢 ,𝐴2𝑀 𝑣  , 
𝐴3𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴3𝑀 𝑢 ,𝐴3𝑀 𝑣   , 
𝐴4𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴4𝑀 𝑢 ,𝐴4𝑀 𝑣  , 
𝐴5𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴5𝑀 𝑢 ,𝐴5𝑀 𝑣   
 

Suppose 𝑢 ∉ 𝐼 𝑜𝑟 𝑣 ∉ 𝐼 then, 

𝐴1𝑀 𝑢 = 0 𝑜𝑟𝐴1𝑀 𝑣 ,𝐴2𝑀 𝑢 = 0 𝑜𝑟𝐴2𝑀 𝑣 ,𝐴3𝑀 𝑢 =   0 𝑜𝑟𝐴3𝑀 𝑣 , 
𝐴4𝑀 𝑢 =   0 𝑜𝑟 𝐴4𝑀 𝑣   𝑎𝑛𝑑 𝐴5𝑀 𝑢 = 0 𝑜𝑟 𝐴5𝑀 𝑣  
 

It implies that, 
𝐴1𝑀 𝑢ʘ𝑣 ≥ 𝑚𝑖𝑛 𝐴1𝑀 𝑢 ,𝐴1𝑀 𝑣  , 
𝐴2𝑀 𝑢ʘ𝑣 ≥ 𝑚𝑖𝑛 𝐴2𝑀 𝑢 ,𝐴2𝑀 𝑣  , 
𝐴3𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴3𝑀 𝑢 ,𝐴3𝑀 𝑣   , 
𝐴4𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴4𝑀 𝑢 ,𝐴4𝑀 𝑣  , 
𝐴5𝑀 𝑢ʘ𝑣 ≤ 𝑚𝑎𝑥 𝐴5𝑀 𝑢 ,𝐴5𝑀 𝑣   
 

Hence M =  ( A1 M, A2 M , A3 M ,A4 M , A5 M) is a Pentapartitioned neutrosophic 

K-subalgebra of Ꝁ. 

Consequently 𝑋 𝜆 ,𝜇 ,𝜗 ,𝜉 , = 𝐼 

 

Theorem 3.4 

Let Ꝁ be a K-algebra. Let a chain of K-subalgebras: 𝑋0 ⊂ 𝑋1 ⊂ 𝑋2 ⊂ ⋯ ⊂ 𝑋𝑛 = 𝐺. Then the level K-subalgebras of the 

pentapartitioned neutrosophic K-subalgebra remains same as the K-subalgebras of this chain. 

 

CONCLUSIONS  
 

Need of algebrain today’s life is more important since it plays a vital role without even recognizing it. Algebraic 

thinking helps us to solve the real-world problems in a logical way. Recently K-algebra applied in fuzzy set, 

intuitionistic fuzzy set and single valued neutrosophic set which helps us to extend the concept to K-algebra on 
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Pentapartitioned neutrosophic sets. In this paper we have studied K-algebras on Pentapartitioned single valued 

neutrosophic sets and studied some of the results. This section is not mandatory, but can be added to the manuscript 

if the discussion is unusually long or complex. 
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Early detection of Heart disease can prevent the death rate. Early detection depends on the analysis and 

prediction of the assortment of different parameters responsible for that disease. Health care industries 

have already accumulated enormous data. Scientists and researchers have paid their best attention to 

extract insights from the medical data by using Data Mining or Machine Learning. Different Machine 

Learning Techniques have helped Medical Science to achieve different levels of accuracy. There are 

different Machine Learning Algorithms to achieve accuracy but implementation of Multi Agent approach 

incorporated with Machine Learning Algorithm is an innovative approach in the field of Artificial 

Intelligence. To improve accuracy, the present research work has used a hybrid dataset which is a 

combination of five standard datasets. Objective of the present paper is to apply a Multi Agent System 

with Machine Learning Algorithm and Execution of Machine Learning Algorithm using Intelligent 

Agent. The present paper concentrates on Twenty Six different machine learning Algorithms applied on 

Heart Disease dataset for flawless prediction of Heart Disease, its Accuracy, Balance Accuracy, ROC-

AUC,F1-Score etc. The present paper attempts to predict   heart disease using ‚Twenty Six '' different 

Machine Learning Algorithms implemented by Agent and predicted Heart Disease with 93.8% accuracy. 

The paper also concentrates on development of the Multi Agent System and training it with the Best fit 

(Among Twenty-Six Machine Learning Algorithms) Algorithm. Agents in the newly created Multi Agent 

System have predicted the possibility of heart disease with an Accuracy of 96.8% approximately. The 
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complete work has been implemented using Python (Jupyter Notebook). Implementation of Multi Agent 

System with Machine Learning Algorithm is the novelty of the present research work which can explore 

a new era in the Field of Artificial Intelligence.       

 

Keywords: Multi Agent System(MAS), Agent ,Machine Learning Algorithms, Accuracy, Heart Disease 

 

INTRODUCTION 

 

There are several works in the literature of Machine Learning where the Heart Disease detection Accuracy is 

predicted. Several authors have used a maximum four to five Machine Learning algorithms for prediction of 

accuracy of Heart Disease. But Multi Agent System is not been implemented using python for prediction and 

improvement of accuracy along with Machine Learning Algorithms. Intelligent Agent is not used to implement each 

Machine Learning algorithm using python. Almost all the previous literatures have worked on a standard dataset. 

But different datasets can also be shuffled and merged to achieve better accuracy. To meet the above mentioned gap 

in literature the present work has merged five different datasets to accomplish higher accuracy. An Additional 

essence of this research work is introduction of Intelligent Agents and creation of Multi Agent System. The present 

research work  creates and trains  Intelligent Agents. Twenty Six different Machine Learning algorithms got executed 

by using Agent and  predicts  the algorithm with maximum accuracy(93.8%).The present paper also creates Multi 

Agent System trained with the Best fit(Among Twenty Six Machine Learning Algorithms) Algorithms for a Hybrid 

Data set. All the Agents should be Trained and Tested. They all will be able to Predict the possibility of heart disease 

with higher Accuracy of 96.8%.This paper is a complete  implementation of  Machine Learning Algorithm using an 

Intelligent Agent and Multi Agent System for prediction of  accuracy of Heart disease using Python(Jupyter 

Notebook). 

 

STATE OF ART REVIEW 
 

PROBLEM STATEMENT   

The present work has used Twenty Six different Machine Learning Algorithms. for prediction of Heart disease by 

using Hybrid dataset (for Heart disease). Accuracy, Balance Accuracy, ROC-AUC,F1-Score is calculated and 

compared for all Twenty Six Algorithms. Multi Agent System is developed and Multiple Agents are trained with the 

best fit Algorithm. It is tested that the trained Agents can predict the heart disease with almost the same accuracy. 

 

METHODOLOGY       

 

Data Collection 

In order to perform an Heart Disease prediction, the proposed method has adapted the High Dimensional dataset. 

At first, the heart disease data is created from five different datasets and used for analysis. This Heart Disease dataset 

has been presented by integrating various datasets already available individually but not combined before. Hence, 

the integration makes it the largest heart disease dataset accessible for clinical research purposes. 

The five datasets employed for its curation are provided below  

 Cleveland  –  323  

 Hungarian  –  304 

 Long beach VA  –  280 

 Stalog (heart)  –  290  

 Switzerland  –  143 
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The Heart Disease dataset (mixture of Hungarian, Cleveland, Stalog, long beach VA, Switzerland datasets) 

comprised a total of 1280 records of patients from Hungary, UK, US, and Switzerland. It encompasses 11 features. 

These datasets are collected together to make clinical diagnosis accurately. 

 

Preparing the Data(Refer Figure 1-10) 

Data preparation involves checking for Null values, making data scalable, selection of features, making correlation 

matrix etc. 

1. Data Preparation-Data preparation is a very important consideration in Machine Learning. To check for Null 

values df.isnull().sum() function is used. It returns the number of  Null  values in the dataset. The present 

hybrid dataset is free from Null values. This is all about cleaning data and removing outliers from data. The 

present data is free from Null values. 

2. Scalability check-To make the dataset Scalable , StandardScaler() function is used. StandardScaler() function 

converts  values from higher order to lower order. Conversion of values from higher to lower order reduces the 

possibility of error. Code and output of Conversion of Higher order values to Lower order is given below                                                                          

3. Feature Selection - It is required to select only those features that are non-correlated among themselves and 

highly dependent on target variables. Main intention of the feature selection method is to remove  non-

informative or redundant predictors from the model and to retain  most useful features in order to predict the 

target variables. Feature selection is done by ANOVA f-test. The result of feature selection is given below (both 

values and plotting). 

4. Dependency of all the parameters together on heart disease- How each and every individual parameter of the 

dataset is responsible for heart disease is altogether represented graphically. From the graph given below it is 

clear that heart disease is dependent on age. Heart disease possibility is more in Middle ages. There is a high 

possibility of having heart disease around the age of 50-60. Heart disease is not much dependent on Gender etc. 

In addition, a bar graph for individual features is presented in Figure. 5 to provides a comprehensive view of 

the empirical outcomes. It is also found that the possibility of heart disease is more at the age of 50-60 from the 

experimented plot given below. 

5. Correlation matrix-A statistical method called correlation matrix is used to establish the relationship between 

two variables in this Hybrid dataset. It is best utilized for variables that explore linear relationships among one 

another. This matrix is a table in which every cell contains a correlation coefficient, where 1 is considered as a 

strong relationship between variables, 0 as a neutral relationship and -1 as a not strong relationship. From the 

diagram below, it is clear that Target is dependent on ST slope because Target-ST slope value is positive. Target 

is less dependent on Cholesterol because Target-cholesterol value is negative. 

 

Choosing a Model 

A machine learning model determines the output generated after running a machine learning algorithm on the 

collected data. It is important to choose a model which is relevant to the task at hand. The present work creates two 

different type of models. In first category, every model is separately trained with Twenty seven different algorithms 

by using Agent and all algorithms are separately passed in agent model. In second category, Multi Agent model is 

developed and implemented the best fit algorithm among Twenty Six algorithms. 

 

Training the Model 

Training is the most important step in machine learning. In training, prepared data needs to be passed to a machine 

learning model to find patterns and make predictions. It results in the model learning from the data so that it can 

accomplish the task set. Over time, with training, the model gets better at predicting. Here the dataset is  splitted into 

two segments. One is training the model and another one is testing.70-80 percent of data can be kept for training and 

20-30 percent for testing. The present work has used   67% data for training and the rest 33% of data for testing. 
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Evaluating the Model  

This phase checks the performance of the model which is done by testing the performance of the model  on 

previously  unseen data. The hybrid data was already splitted and the Model was tested with testing 

data(33%).Twenty Six different Machine Learning  algorithms got tested and predicted  by using Agent and  predicts  

Accuracy,BalanceAccuracy,ROC-AUC,F1-Score.Those scores of all the algorithm is given below Graphical 

Representation of Accuracy of different Algorithms are given below. 

 

Parameter Tuning 

Once the model is created and evaluated this phase is an attempt to check whether the  accuracy can be improved in 

any way. This is done by tuning the parameters present in the model. The present work has developed a Multi Agent 

System where agents have trained the Hybrid data and executed RandomForestClassifier() Algorithm ( the best 

algorithm among twenty six algorithms tested before) with almost same accuracy. 

 

Making Predictions 

Multiple Agents have been created and trained  with RandomForestClassifier()  as it is proved as the best accurate 

algorithm for the present dataset. Newly trained Multi Agent System  is able to detect the possibility of heart disease 

with almost the same accuracy. 

 

RESULT 
 

The present work has used Twenty Six  different Machine Learning Algorithms for prediction of Heart disease by 

using Hybrid dataset(for Heart disease). Accuracy, Balance Accuracy,ROC-AUC,F1-Score is calculated and 

compared for all Twenty Six Algorithms. RandomForestClassifier() have been proved as the best for accurate 

prediction of Heart Disease with 93.8% of accuracy. RandomForestClassifier() Implemented with Multi Agent 

System is developed to make the prediction more accurately. Predicted accuracy using  Multi Agent System is 

around 96.8%.   

                    

CONCLUSION 
The uniqueness of this up to the minute research work is incorporation of the Multi Agent System with machine 

learning Algorithm which is a rare example in the field of data Science. Execution of Machine learning algorithm 

with the help of intelligent agent can bring a new age in the field of Data science. Social contribution of this paper is 

early detection of  Heart disease using the Multi Agent System. Multi Agent System is applied with Machine 

Learning Algorithm for analysis of Heart Disease. This innovative work manifests future Scientists and Researchers 

in two ways. The first one is use of Hybrid dataset i.e. blending of five different standard dataset  to improve 

accuracy of prediction and another one is implementation of Multi Agent System in Machine Learning Algorithm 

using Jupyter Notebook.RandomForestClassifier() has been proved as the best for diagnosis of heart disease with 

93.8% accuracy where as by using Multiagent model, RandomForestClassifier() only has produced accuracy of  96.8 

%. Hybrid dataset Implementation and incorporation of Multi Agent System using Machine Learning Algorithm to 

achieve highest level of accuracy is the novelty of the present research work which can explore a new era in the Field 

of Artificial Intelligence .This research work can be extended by implementing Multi Agent System by Artificial 

neural Network to achieve more accuracy for Heart Disease Prediction. 
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Table 1:State of Review 

Ref 

No 
Disease Algorithm Used Accuracy% Year Dataset 

[1] Cardiac KNN, DT, NB,LR, RF LR -96.6 2023 Cleveland Dataset 

[2] 
Cardio 

vascular 
RF,DT,MP,XGB MLP-87.28 2023 70000 instances of Kaggle 

[3] Heart attack Data Minning,ML 
Paper not 

available 
2023 Paper not available 

[4] Heart LR, SVM,DT LR -96.6 2023 UCI 

[5] Heart DT,GB,LR,SVM,RF 86.7 2023 Cleveland Dataset 

[6] Heart RF,KNN,LR,NB,GB,AdaB 93.44 2023 Cleveland Dataset 

[7] Heart LR,NN,SVM,DT,RF RF-82.18 2023 Cleveland dataset from UCI ML 

[8] Heart LR,NN,SVM,DT,RF RF-90 2023 

Data have been collected from 

hospitals, diagnostic centers and 

clinic centers in Bangladesh 

[9] Heart 
DT,NB,LR,SVM, 

RF 
86.7 2023 Realtime 

[10] Heart Attack XGB,LR 
XGB-94,LR-

92 
2022 UCL 

[11] Heart attack SVM,KNN NA 2022 NA 

[12] Heart attack NB,DT ,WARM DT-99.5 2022 Raw Clinical 

[13] Heart MLP,SVM,RF,NB 91.67 2022 NA 

[14] Cardiovascular SVM NA 2022 NA 

[15] Heart failure 

LR,KNN,MNB,ET, 

RF,DT,GBC,DT 

LGBM, HGBC 

and XGB 

RF-87.03 2022 NA 

[16] Heart LR,RF RF-83 2022 NA 

[17] Heart LR,SVM,KNN 

KNN-83 

SVM-92.1 

DT-89.6 

LR-92 

2022 NA 

[18] Heart LR, SVM, and KNN, 93.44 2022 NA 

[19] Heart attack Paper not available 
Paper not 

available 
2021 Paper not available 

[20] Cardiovascular NB,KNN,LR 87.5 2021 UCI 

[21] Heart KNN,RF 
KNN-86.885 

RF-81.967 
2021 Paper not available 

[22] Heart (CVD) 
SGD(SHDML frame 

work) 
NA 2021 NA 
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Fig 1. Original Higher order values Fig 2. Lower order values 

 

 

Fig 3. Feature Selection: ANOVA f-Test 

 

 

Fig 4. How each and every individual parameter of dataset is responsible for Heart attack is represented 

graphically 

 
Fig 5. Bar  graph for individual features to provide a comprehensive view of the empirical outcomes. 
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Fig 6. Correlation Matrix Fig 7. Model Training 

 

Fig 8.   Accuracy ,Balance Accuracy,ROC-AUC,F1-Score  is calculated for all the algorithms used to predict Heart 

disease. 
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Fig 9. Graphical Representation of Accuracy of 

different Algorithms are given below 

Fig 10.  Random Forest Classifier() is implemented to  

train and test Multiple Agents :Produced accuracy 

approximately same 
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Ethiopia continues to be among the world's poorest countries despite substantial economic progress. This 

is because to the country's high population growth, poor rural infrastructure, and antiquated agricultural 

techniques. Teff row planting technology is one of the emerging technologies in this nation that farmers 

are attempting to use. Thus, the purpose of this study was to investigate how the technology of teff-raw 

planting affected the income of smallholder farmers in the Oromia regional state's West Shewa zone. 

Data from 352 sample households, both qualitative and quantitative, were used in the study. For data 

analysis, the study used econometrics (PSM) and descriptive statistics. The adoption of teff-row-planting 

technology by farm households was positively and significantly impacted by improved seed, training, 

chemical fertilizer, and the number of oxen, as indicated by the Probit-part of the PSM-model. However, 

the distance from the closest market had a negative and significant impact on farm households. The 

PSM's average treatment impact indicates that there is a significant income gap between those who use 

this technology and those who do not. The average increase in adopter household income, according to 

the impact study of the PSM-outcome, is 945.10 ETB. As a result, in order to increase the overall impact, 

relevant organizations like the government, NGOs, and society should take the appropriate action based 

on the listed important criteria.  
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INTRODUCTION 

 

Ethiopia's economy is heavily reliant on agricultural production and other industries. Crop production makes up 

27.4% of the entire agricultural contribution, while agriculture alone accounts for 34.9% of the GDP (NBE, 2018). 

(NPC, 2016). The main sources of food and income for more than 80% of Ethiopians are agriculture and cattle (FAO, 

2017). More than 83.9% of export revenue comes from this sector (Matousa et al., 2013), and it provides 70% of the 

raw materials needed for secondary activities (MoFED, 2010). Ethiopia has one of the lowest rates of income 

inequality in the world and the lowest in Africa, despite its enormous relevance (EE, 2020). Cereals are Ethiopia's 

main food crops in terms of both area covered and production volume. They contribute 87.48 percent of grain 

production and account for 95% of agricultural production, making them the second-largest contributor to the 

country's agricultural sector's economic contribution (CSA, 2017). Cereal production accounts for more than 80.0% of 

agricultural land and employs 60.0% of the labour force in rural areas (FAO, 2020). One of the cereal crops that 

constitutes the most significant economic crop for 43% of Ethiopia's smallholder farmers is teff, which accounts for 

21% of all grain production and around 32% of the country's yearly average (Birrara, 2017). Furthermore, teff is 

Ethiopia's second-most significant cash crop after coffee, bringing in roughly $500 million USD annually for nearby 

farmers (Minten et al., 2013). Teff grains are comparable to wheat and rice in terms of nutrition, containing 357 kcal 

per 100 grams (Cheng et al., 2017). Nutritionists and food scientists around the world are becoming more interested 

in teff research because of its high protein and amino acid content, low glycemic index, gluten-free nature, and 

suitability for patients with type 2 diabetes (FAO, 2015).  Although the total amount of teff produced has doubled 

between 2003-2004 and 2015-2016, yields are still lower than those of maize and experience significant losses 

(between 25-30% before and after harvest). This lowers the amount of grain that is available to consumers by as 

much as 50%. Additionally, although the yields of teff are very high, which attracts some growers to the crop as a 

cash crop, the crop's labour-intensive character and high production costs also indicate the need for fertilizer (ATA, 

2013 a). However, despite the relatively high cost structure, production has been rising annually at a rate of about 

11% because of land expansion and yield increases; also, significant latent demand has led to price hikes. Ethiopia's 

central and northwest highlands have historically been the country's primary teff-producing regions. 

 

 The Oromia region is the nation's most significant teff-producing region; according to estimates, it accounts for up to 

48% of the nation's overall production (Ibrahim et al., 2018). Teff leads all cereal crops in the Oromia region, 

accounting for 29.46 percent of the total area planted, according to the CSA data for the 2018-19 crop year. During the 

production year, 2.57 million small holders produced 2.56 million tons of teff on an area of 1.43 million hectares, 

yielding 1.79 t/ha (CSA, 2019). One of the Oromia region's teff-producing zones is West Shewa. Throughout 2019 and 

2020, 0.29 million small-holder farmers in this zone cultivated teff on 0.161 million hectares, with a total production 

of 0.166 million tons. According to Minten (2013) the average productivity was recorded at 1.029 t/ha.Teff 

production's agronomic methods haven't altered all that much throughout time, which has slowed the growth of teff 

productivity. Teff is sown almost entirely by disseminating due of its small seed size. One of the primary causes of 

Ethiopia's low teff yields is thought to be the traditional sowing technique (Berhane et al., 2011). Because of 

challenges with weeding and hoeing, as well as inconsistent seed dispersal, high-speed manual seeding may yield 

low production. By decreasing seed rate, expanding the distance between seedlings, enhancing weeding, and 

improving nutrient uptake, row planting technology can raise yield and productivity levels (Chauhan, 2014). 

Without taking into account raw planting technology, the study by Berihun et al., 2014; Zeng et al., 2015; Tigist, 

2017concentrated on better seed types and chemical fertilizer. Despite this, a modest number of studies have been 

conducted in Ethiopia on the factors that affect the income of smallholders who plant teff in its raw form. It is the 

most significant crop in terms of economic impact on income and the reduction of rural poverty. Nonetheless, there 

is a paucity of scientific data about the extent to which the income of smallholder farmers is impacted by the raw 

planting technique of teff production (Fekadu, 2020). Accordingly, the study areas have a high potential for teff 

production, and households have been using the raw planting technology for teff production for a long time (from 
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2003 until now). However, there are few well-documented comparative analysis studies available on the factors 

influencing smallholder households' adoption of this technology and the results that they get. Furthermore, nothing 

is known about how raw teff planting technology affects smallholder farmers' earnings in the research region. 

Therefore, by identifying factors that affect and the impact of adopting raw planting teff technology on the income of 

smallholder farmers in the research region, this study aims to close the information gap on the impact of teff raw 

planting technology on smallholder farmers' income. 

 

METHODOLOGY 
 

Description of the study area 

The study was conducted in the West Shawa zone of Ethiopia's Oromia National Regional State, namely in the Dendi 

and Ejere district. Dendi was located 83 kilometers from the West Shawa zone's administrative hub, Ambo Town, 

and 83 kilometers from Addis Ababa. The district currently consists of two administrative cities and 22 rural kebeles. 

Ginchi serves as Dendi's administrative hub; other settlements include Olonkomi and Ehud Gebeya. South West 

borders Dendi on the south; Ambo borders it on the west; Jaldu borders it on the north; and Ejereie borders it on the 

east. Situated in the West Shoa Zone of Oromia Regional State, the district capital of Ejere is located 50 kilometers 

west of Addis. Its borders are as follows: the Southwest Shoa Zone to the south, Dendi district to the west, Jeldu 

district to the northwest, Meta Robi to the north, Adda Berga district to the northeast, and Walmara district to the 

east (DEWAO, 2015). Its approximate area is 592.19 square kilometers. Both districts are renowned for having 

excellent agriculture and livestock production potential. The majority of a household's consumption and income 

generating comes from crop cultivation. Teff, wheat, barley, and maize are among the cereal crops that are 

commonly produced in the region; the main crops that are planted are pulses like chickpeas, haricot beans, and faba 

beans. In addition, the region produces sweet potatoes, onions, potatoes, tomatoes, peppers, and cabbage. The 

majority of crops grown are annuals, and rain-fed agriculture primarily uses animal labour. In addition to crops, 

raising livestock is another source of food and revenue. Furthermore, it serves as the source of traction power and 

transpiration. In the research region, farmers maintain a sizable population of livestock (cattle, sheep, donkeys, and 

horses) for a variety of uses (DEWAO, 2015).  

 

Data collection 

Using checklists and structured questionnaires, the study gathered information about raw planting teff from adopter 

and non-adopter families. Sixteen seasoned enumerators received training on how to gather information using in-

person interviews and formal questionnaires. To augment the survey results, other techniques included focus 

groups, key informant interviews, and observations. 

 

Sampling technique and sample size determination 

Eight rural kebeles in total four in each of the two districts were chosen at random for the first stage. Populations in 

the eight kebeles that were chosen for the second stage were divided into adopter and non-adopter groups based on 

teff row planting. Ultimately, 332 sample households-166 adopter and 166 non-adopters were proportionate to the 

size identified in the third step.  As a result, 332 sample homes both adopter and non-adopter of raw planting 

technology-will get a structured questionnaire about teff output. The sample sizes of the heads of households in this 

study were calculated using the sample size determination formula developed by Kothari (2004). 

𝑛 =  
𝑍2𝑞𝑝𝑁

𝑒2 𝑁− 1 +  𝑍2𝑞𝑝
………………………………………… . . . .…………… . .                                                                                (1)     

 1.96 2 0.55  0.45  3200 

(0.05)2 3199 +  1.96 2 0.55  0.45 
 = 332 

Where: n=sample size; N= size of total population from which the sample is drawn; Z=95% confidence interval under 

normal curve (1.96); e=acceptable error term (0.05) and P and q are estimates of the proportion of population to be 

sampled (P=0.45 and p + q=1). Five percent (5%) of error term (e=0.05) will be used to take representative data for this 

study.  
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DATA ANALYSIS 

 

Descriptive analysis 

The study used descriptive statistics such as mean, standard deviation, percentages, and frequency to compare and 

contrast sample units based on desired characteristics, drawing important conclusions. 

 
Econometrics modelspecification  

Adoption model specification   

Farmers' decisions to use the teff row planting technology were examined using a dichotomous variable model. In 

the econometric literature, the linear probability model (LPM), logit, and probit are frequently utilized to estimate 

binary response variable models for binary choice models (Gujarati, 2009). The dependent variable, or response, is 

binary or dichotomous, with two possible values: 1 in the case that the household is using raw planting technology 

for teff production, and 0 in the other case. Qualitative response models are necessary for this kind of relationship's 

estimation. In contrast to regression models, which have a quantitative dependent variable, this indicates that the 

dependent regresses and is qualitative in character. According to (Gujarati, 2009), logit or probit models are 

frequently used to analyse determinant studies for a small number of dependent variables, and the outcomes are 

comparable. While the logistic function has somewhat flatter tails than the probit function, the normal curve under 

the logit function approaches the axes more quickly. Other than that, the logit and probit models are similar. In 

contrast, Caliendo and Kopeing (2005) imply that the probit model was chosen for this investigation even though 

both models produced outputs that were similar.  

 

Probit model  

Probit model is used when the dependent variable is binary (takes on two values, usually 0 or 1), and it need to 

model the probability of one outcome occurring. To use this model four key elements are very crucial. These key 

elements are: 

1. Dependent Variable: A binary variable representing a yes/no choice or the presence/absence of an outcome. 

2. Independent Variables: Explanatory variables that potentially influence the probability of the outcome 

occurring. 

3. Latent Variable: An unobserved continuous variable that determines the probability of the observed binary 

outcome. 

4. Cumulative Distribution Function (CDF): The probit model uses the standard normal CDF (Φ) to link the 

latent variable to the observed binary outcome. 

 

Model specification 

 

1. The Latent Variable 

           
 

0
*y )2.(.................................................................

2211
 

kk
 

           Y* is the latent variable (not directly observed). 

         


0
 is the intercept. 

        


21
, ..., βk are the coefficients of the independent variables. 

       


21
, ..., Xk are the independent variables. 

ε is the error term, assumed to be normally distributed with mean 0 and variance 1. 

2. Link the Latent Variable to the Observed Binary Outcome: 

           Y = 1 if Y* > 0                                                                                                                               (3) 

           Y = 0 if Y* ≤ 0                                                                                                                                (4) 

           This means the probability of Y = 1 is equal to the probability that Y* is positive. 
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3. Specify the Probability Model: 

P (Y = 1) = Φ(
0

 + )5....(..............................)..............
2211


kk

  

Φ is the standard normal CDF. 

 

Interpretation 

The coefficients ( 
21

, , ..., 
k

) represent the change in the latent variable associated with a one-unit change in 

the corresponding independent variable. In probit model it is difficult to interpret the coefficient as probability 

directly. Therefore, for the interpretation this study used marginal effects to assess the change in probability for a 

given change in an independent variable. 

 

Matching methods of propensity score estimation 

The study uses propensity score matching (PSM) to distinguish between households with and without the program 

Caliendo and Kopeinig (2005) in order to investigate the effect of teff raw planting adoption technology on the 

revenue of smallholder farmers. By establishing a statistical comparison group and matching individual data, the 

PSM technique ensures consistent estimated raw planting teff impact while accounting for sample selection bias and 

self-selection. The technique finds and pairs adopter homes with non-adopter households based on observable traits 

(Xi). Propensity scores are derived using a binary probit estimation raw planting technology adoption of teff in order 

to achieve this.  In order to create the PSM framework, let Yi be the household i's outcome variable. Then, Y1i and 

Y0i represent household outcomes with and without the adoption of raw teff production planting, respectively. A 

dummy variable Ii indicates whether or not household I has adopted the raw planting technique for teff production; 

if the family has adopted, Ii = 1, and if not, I0 = 0. The following describes how raw teff planting affects household I's 

results: 
𝑌1 = 𝑌1𝑖 − 𝑌0𝑖 − − −−− −−− −−− −−− −−− −− −−− −−− −−− −−− (6) 

Where ΔiYii is denotes the change in the outcome variable of household i, resulting from adoption to raw planting 

teff. A household cannot be both ways, therefore, at any time, either Y1i (adopter household) or Y0i (non-adopter 

household) is observed for that household. Two means are common in the impact analysis framework, the average 

treatment effect and the average treatment effect on the treated (ATT). 

According to the guide line steps in propensity score matching prepared by(Garden Nelson et al.,2018) the following 

steps was followed. To estimates the effect of Average Treatment Effect of raw planting technology of teff production 

on the outcomes of the whole population without regards to raw planting teff would be obtained by averaging the 

impact across all the individuals in the population.  
 ATE =  𝐸(Y1 − Y0 ) −−− −−− −−− −−− −−− −−− −−− −− −−− −   (7) 
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RESULTS AND DISCUSSION  
 

Under this chapter the study discusses the results of descriptive statistics, inferential statistics and econometrics 

model. Accordingly, the entire variables used in the econometrics model were divided in to two such as dummy 

variables and continuous variables for chi-square test and t-test comparisons. Finally, the entire variable tested using 

econometrics model was checked and all the significant variables were analyzed and discussed. 

 

Descriptive Statistics of Dummy Variables by teff row plantation adoption  

Table 2 demonstrates that of the 291 male-headed households, 148 (50.86%) adopted the technology of teff row 

plantations, while 143 (49.14%) did not. The results also showed that, out of the 293 homes with extension access, 149 

(or 50.85%) adopted row planting teff technique, while 144 (or 49.15%) did not. The results also showed that, out of 

the 222 households that used enhanced seed, 134 (60.36%) adopted row planting teff technique, whereas 88 (39.64%) 

did not. In terms of enhanced seed, the ch2 result in Table 3 demonstrated a statistically significant difference (at a 

1% significance level) between row plantation adopters and non-adopters. Of the 219 households that were sampled 

for pesticide use, 120 (54.79%) adopted row plantation teff technology, while 99 (45.21%) did not. The chi2 result 

indicates that there is a statistically significant difference in the use of pesticides between those who embrace teff row 

plantation technology and those who do not.  

 

Descriptive statistics of continuous variable  

According to Table 3, the average age of the heads of households using the teff row planting technology is 44.83 

years, with a standard deviation of 0.843, whereas the average age of the households using the non-teff row planting 

technology is 46.824 years, with a standard deviation of 0.824. While non-adopter households had an average 

educational level of 2.64 with a standard deviation of 0.262, adopter households using teff row planting technique 

had an average education level of 3.24 with a standard deviation of 0.281. Teff row plantation adopter and non-

adopter families had average family sizes of 6.28 and 5.81, respectively, with a significant difference in family size 

between the two groups at the 1 percent significance level. As a result, larger family sizes were shown to be more 

adoptive than smaller ones. This suggests that, as row plantations require a greater labour force, larger families 

employed family members to work on their teff plantations. Farm households that plant teff rows have an average 

distance of 2.32 hours, with a standard deviation of 0.123, from the closest market. In contrast, households that do 

not utilize this technology have an average distance of 2.62 hours, with a standard deviation of 0.142. The results of 

the t-test indicate that, when it comes to the farm household's distance from the closest market, there is a statistically 

significant difference between those who use the teff row planting technology and those who do not, at a 10% 

significance level. Table 3's results indicate that, for households that have adopted teff row planting technology, the 

average income from teff production is 66133.39 Birr with a standard deviation of 3760.814, whereas income from 

non-adopter households' teff production is 49009.78 with a standard deviation of 3147.834. At a 1% significance level, 

the t-test result demonstrates a statistically significant difference between adopters and non-adopters of teff row 

planting. This table's result also reveals that families that adopted teff row planting technique used an average of 

780.62 ETB with a standard deviation of 79.155, whereas those that adopted teff row planting technology used an 

average of 1272.76 with a standard deviation of 2.6.285. The results of the t-test indicate that there is a statistically 

significant difference in the amount of herbicide used by families using teff row plantation technique compared to 

those that do not. The data presented in Table xxx indicates that farmers who use teff row planting technique have 

an average of 1.28 oxen with a standard deviation of 0.079, whereas those who do not use the technology have an 

average of 1.02 oxen with a standard deviation of 0.061. According to the t-test result, there is a significant difference 

in the number of oxen between those who embrace the teff row planting technology and those who do not.  

 

Outcome of the econometric model  

The adoption of teff row plantation technology is addressed by the probit regression model. If a sampled home in the 

study region adopted a teff row plantation, they were assigned a score of 1, otherwise a score of 0. The adoption of 

teff row plantation technique is significantly influenced by the number of oxen, fertilizer, improved seed, distance, 
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and training, according to the results of the probit Regression model shown in Table 4. The variables for the study 

were chosen based on prior knowledge, empirical study results, and theoretical justifications. With less than 1 

percent probability level, one of the 14 explanatory factors included in the analysis was determined to have a highly 

significant impact on the adoption of teff row plantation technology. This is an enhanced seed that has a beneficial 

impact on the dependent variable. At a probability level of less than five, the remaining four significant variables 

were deemed significant at a level of 10. These included the number of oxen, training received, fertilizer use, and the 

household's distance from the closest market. Table 4 results show that, at a 1 percent significant level, better seed 

has a substantial impact on farm families' adoption of teff row planting technology. Teff row planting methodology 

makes sense for homes that have easy access to better seed. The results of the marginal effect of enhanced seed 

indicate that the likelihood of adopting teff row planting technology increases by 36.6 percent with access to 

improved seed. Teff row plantations are used by households that have access to enhanced seed since they have less 

information about the practice than households that do not employ this technology. The study's findings indicate a 

significant correlation between the use of teff row planter technology and the availability of enhanced seed. The 

findings of this investigation are consistent with those of the (Kidanemariam et al., 2012) study. Table 4's conclusion 

demonstrates that, at a 10% significance level, a household's distance from the farmer training centre has a negative 

impact on the adoption of teff row plantation technology. The results of the marginal effect demonstrate that the 

adoption of teff row plantation technique fell by 3.7% for every hour that farm households' distance from the farmer 

training centre increased. This suggests that a farmer who lives close to the farmer training centre will have easier 

access to up-to-date knowledge and will be able to use this technology with more ease.  

 

The findings are based on the research of Adunea and Fekadu (2019). Table 4's results showed that, at the five 

percent significance level, fertilizer use had a favourable and substantial impact on farm families' adoption of teff 

row planting technique. According to the results of the marginal impact, farmers are 0.2 percent more likely to use 

the teff row plantation method if they have access to fertilizer. This finding indicates a high correlation between 

fertilizer consumption and teff row plantation method. According to evidence gathered from focus groups and key 

informant interviews, farmers with access to fertilizer employed teff row planting technique to protect their finances 

and resources. This outcome was consistent with the research conducted by Vandercastelen et al., (2013). The results 

shown in Table 5 indicate that, at a five percent significance level, training in farm production has a favourable and 

substantial impact on teff row plantation technology. The likelihood that teff row plantation technology will be 

adopted has increased by 14.1% when farm households have access to training, according to the marginal effect 

result. Apart from the results of the model, the data gathered from focus groups and key informant interviews 

indicates that teff row planting technology and training are positively correlated. This suggests that receiving 

instruction in agricultural activities and teff row plantation technology have a substantial favourable association 

Fekadu and Adunea, (2020). Table 5s findings indicate a positive correlation between the quantity of oxen and the 

technology used in teff row plantations. The study's findings demonstrate that, at a 10% significance level, the 

quantity of oxen has a favourable and significant impact on teff row plantation technology. According to the 

marginal effect result, for every additional ox, there is a 6.4% increase in the probability of using teff-row plantation 

technology. According to the information gathered from the focus group discussion and key informant interviews, 

farmers in the research area prepare rows using oxen. The outcome matched the research conducted by Musa et al., 

(2017). 

 

Impact analysis's propensity score matching (PSM) outcome  

The influence on farm income was calculated in this section using the PSM technique and a binary dependent 

variable (teff row plantation technology). Figure 1 demonstrates the high level of agreement between the propensity 

score match control group and the bath treated group. After matching, the kernel density indicates that the density is 

very high, roughly at 0.7. a propensity score histogram that is employed to verify the performance or validity of the 

propensity score matching estimation by validating the common support or overlap criterion. Assuming that the 

qualities are observed, the chance of taking part in any intervention falls between 0 and 1. (Caliendo and Kopeinig 

2005). To determine whether matching is successful in making the distributions appear more similar, the propensity 

score distributions for the treated and untreated groups must be visually evaluated while the overlap condition is 
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being observed (Bryson et al., 2002). The propensity score histogram, which is used to evaluate the degree of overlap 

between the treatment and control groups, is shown in Figure 2. The two groups have sufficient similarities or 

mutual support, as demonstrated by the graph below. The result recognized a significant overlap in the shared 

support region. Figure 3 illustrates the significant overlap in the distribution of propensity scores between those who 

received treatment and those who did not in both groups. Furthermore, the results indicated that certain individuals 

are not within the shared support network. In addition, there are people who receive treatment (on support) and 

people who do not (off support). According to the results, there was a significant level of overlap between the 

propensity scores of the household head farmers who were adopters and those who were not. Thankfully, it is 

evident that the top half of the graph represents the treated or adopter groups, while the lower half represents the 

untreated and non-adopter groups. The frequent areas of support along the x-axis are displayed along with the score 

densities on the y-axis. Ten household heads (six from treatment houses and four from control households) whose 

propensity scores fell beyond the zone of common support were thus excluded from the study as a result of this 

constraint. Thus, it seems that the 322 houses that were part of the observations were sufficient to predict the impact 

of teff row plantation technology on the households under investigation. We computed the distribution of the 

projected propensity scores matching utilizing kernel density for both the adopters (treatment) and non-adopters 

(control) groups to see if there was a shared support. Figure 3 presents the results graphically. The propensity score 

of the non-adopters (control) group is represented by the long line (left upper and right below line); the propensity 

score of the adopters (treated) group is represented by the short line (left below and right upper line). The figure 

shows the total sample household head as represented by the normal line (the middle line). The distribution of 

estimated propensity scores, expressed using kernel density, for adopter and non-adopter households before and 

after the common support condition was imposed are shown in Figures2 and 3, respectively. The majority of 

participant families have propensity scores of approximately 25000, whereas the majority of non-participating 

households have propensity scores of approximately 0.7, as illustrated in these figures.  

 

Average treatment effect 

The impact component of this study focuses on determining the average treatment effect on the treated (ATT) teff 

raw planting technology. The counterfactual means of the treated must be replaced with the mean outcome of the 

untreated, as it is not possible to quantify this effect using before and after data due to the lack of baseline data 

(Caliendo and Kopeinig, 2005). It accounts for sample selection bias caused by observable differences between the 

comparison and treatment groups. Every individual observation in the treatment group is matched with an identical 

observation from the control group that has similar observable qualities to establish a statistical comparison group, 

which takes self-selection into account. Table 5 indicates that there is a significant difference between those who 

have adopted teff row planting technology and those who have not. The main objective of the study was to 

determine how adopting the teff row planting technology will affect households' income. Table 5 shows that sample 

homes that adopted the teff row planting technology had an average income of 65603.15 ETB, compared to non-

adopters who only get 64657.95 ETB. Adopter household income has increased by an average of 945.10Birr, 

according to the impact analysis of the PSM outcome, which takes into consideration pre-intervention disparities 

between adopters and non-adopters of this technology. PSM results show that the technology of teff row planting 

has a significant effect on wheat productivity.  

 

CONCLUSIONS 

 
In Ethiopia, cereals make up 87.48% of grain production and 95% of all agricultural output. They are the country's 

main food crops. For 43% of small-holder farmers, teffa cereal crop that accounts for 21% of total grain production 

and 32% of average annual production is the most significant economic crop. The second-most significant cash crop, 

teff brings roughly $500 million USD annually for nearby farmers. People with type 2 diabetes can benefit from it 

because of its low glycemic index, high protein content, and amino acid content. It is also gluten-free. With 48% of 

the country's teff produced there, Ethiopia's Oromia region is the main producer. By covering 1.43 million hectares 

and yielding 2.56 million tons with a yield of 1.79 t/ha from 2.57 million smallholders, teff accounted for 29.46 
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percent of all cereal crop land in 2018-19. Ethiopia's teff production has been declining as a result of the traditional 

broadcasting seeding techniques, which are difficult to hoe and weed and give low yields due to small seeds. The 

implementation of row planting technology has the potential to enhance productivity and yield levels through many 

means such as lowered seed rate, increased spacing between seedlings, enhanced weed control, reduced 

competition, and enhanced branching and nutrient uptake. The planning and execution of technology-related 

activities must take into account the obstacles to the application of agricultural technology in order to address the 

problems with teff production in the research region. Therefore, policy makers and planners of new technology need 

to have a full awareness of farmers' requirements and capacity for adopting teff row planting in order to build 

technology that will work for farmers. The results of the study showed that the application of teff row planting 

greatly boosted adopters' productivity, revenue, and food security; for these reasons, it is desirable to encourage the 

adoption of this row planting technique. Improved seed, training, fertilizer, number of oxen, and distance from the 

closest market are all highly significant variables, according to the results of the econometrics model. As a result,  in 

order to increase household production and income, relevant parties like policymakers, NGOs, and the general 

public should focus on the aforementioned factors. The significance of the seeded machine is further demonstrated 

by the qualitative data in addition to the quantitative results. Because planting teff in a row requires a lot of labour, 

as indicated by the qualitative data, it is advised that technological innovators be pushed to develop a seeded 

machine for farmers to reduce their cost of production. In order to successfully promote, adopt, and scale up 

effective agronomic practices and extension, farmers should be contacted and given awards for improving 

household row planting techniques that will boost teff yield. To guarantee food security, policymakers should create 

more effective farmer education programs and offer more practical teff cultivation machinery. Therefore, increasing 

the adoption of technology by including the previously described steps may result in a rise in both the number of 

users and the area of crops planted using row planting technology. Consequently, accelerating the pace of 

technology adoption would unavoidably result in notable and long-lasting gains in productivity and revenue for teff.  
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Table 1: Sample size by districts, kebeles, adopter and non-adopter 

 District Sample Sample taken 

Dendi 

Kebele Adopter Non-adopter Adopter Non-adopter Total 

Wamurasa Ko 167 226 20 20 40 

Faji Qalila 379 418 32 30 62 

Loqloqa 100 112 14 16 30 

Warqa 195 251 22 22 44 

Ejere 

Talbo 109 119 15 16 31 

Hora 199 189 22 21 43 

Amaro 291 307 29 30 59 

Indode 66 77 12 13 25 

 
Total 1488 1712 166 166 332 

Source: Dendi and Ejere Agricultural Office (2021)  

 

Table: 2. Descriptive and inferential result of dummy variables used for the study 

Teff row plantation 

 adopters Non-adopters 

Variables No. % No. % 𝑥2-value 

Female 13 41.94 18 58.06 0.8924 

Male 148 50.86 143 49.14  

Access to extension 149 50.85 144 49.15 0.9474 

Irrigation water 46 3.49 40 46.51 0.5711 

Improved seed 134 60.36 88 39.64 30.6915*** 

Pesticide 120 54.79 99 45.21 6.2953*** 

Seeder 44 55.00 36 45.00 1.0645 

Cooperative 30 57.69 22 42.31 1.4678 

Note: *** showed 1% significance level 

 

Table 3:Descriptive statistics for continuous variables 

Teff row plantation technology 

 adopters Non-adopters 

Variables mean Stand. error mean Stand. error t-test 

Age 44.83 0.843 46 0.824 0.984 

Education 3.23 0.281 2.64 0.262 -1.534 

Family S. 6.28 0.199 5.81 0.209 1.611** 

own land 1.04 0.033 1.08 0.046 0.673 

Yield 7.64 0.991 7.36 0.962 -0.201 

distance 2.32 0.123 2.62 0.142 1.550* 

Income teff 66133.39 3760.814 49009.78 3147.834 -3.491*** 
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Fertilizer 5781.24 389.421 6503.60 561.503 1.057 

Herbicide 780.62 79.155 1272.76 206.285 2.233*** 

N of oxen 2.28 0.079 1.02 0.061 -2.639*** 

  Note: *** showed 1% significance level 

 

Table 4:Probit model result of the study 

Variables Coefficient Standard errs. P>|z| Dy/dx 

sex 0.311 0.279 0.266 0.109 

age 0.002 0.008 0.807 0.001 

Education level 0.005 0.023 0.825 0.001 

Family size -0.055 0.035 0.116 -0.026 

Own land -0.090 0.149 0.544 -0.037 

Access to extension -0.033 0.291 0.908 -0.038 

irrigation -0.030 0.177 0.863 -0.004 

Improved seed 0.9729 0.177 0.000*** 0.366 

distance -0.089 0.051 0.079* -0.037 

training 0.3448 0.176 0.051** 0.141 

seeder 0.1170 0.195 0.550 0.046 

fertilizer 0.005 0.003 0.024** 0.002 

Number of oxen 0.162 0.089 0.069* 0.064 

Credit amount 0.000 0.003 0.460 0.004 

cons -0.684 0.545 0.210 - 

  Note: ***, ** and * shows 1%, 5% and 10% percent significance level 

 

  
Figure 1.Propensity score Figure: 2. Kernel density before matching 

 
Figure.3. kernel density after matching 
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A high performance liquid chromatography mass spectrometric method for the estimation of Lacidipine, 

in human plasma, was developed and validated using carbamazepine as internal standard (IS). Sample 

preparation was accomplished by Solid - Phase extraction technique. The reconstituted samples were 

chromatograph don Zorbax XDB - Phenyl, 75 X 4.6 mm, 5 μm (make: Agilent) column using a mobile 

phase consisting of HPLC Grade Acetonitrile : 5 mM Ammonium acetate buffer(80 : 20 v/v). There was a 

flow of 1 ml/min.The method was validated over a concentration range of 0.2052 ng / mL to12.5026 ng / 

mL of Lacidipine with the detection of lacidipine m / z - 456.20 (parent)and 354.20 (product) and internal 

standard carbamazepine m / z - 237.10 (parent) and194.10 (product) in positive ion mode.The results of 

the study showed that the proposed LC MS method is simple, rapid, precise and accurate, which is 

useful for the estimation of Lacidipine in bulk fluids and biological plasma sample analyte with accuracy 

and reproducibility. 
 

Keywords: LCMS/MS, Biological research, Validation, Lacidipine, Carbamazepine  

 

INTRODUCTION 

 
Lacidipine (LAC) is a calcium channel blocker used to reduce blood pressure in hypertension. It has good 

hydrophobic interactions that gives high distribution of drug in the lipophilic membrane. Chemically, it is (E)-4-[2-

[3-(1, 1-dimethylethoxy)-3-oxo-1-propenyl] phenyl]-1, 4-dihydro-2, 6-dimethyl-3,5 pyridine di-carboxylic acid diethyl 
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ester that contains dihydropyridine ring responsible for antihypertensive activity. It is the most commonly used 

antihypertensive drug as it has high vascular selectivity, tolerability and large dose acceptability with negative 

ionotropic effects. In spite of anti-hypertensive activity, it shows anti-atherosclerotic, antibacterial and antioxidant 

effects such as Vitamin E. It has such an important role in treating the life-threatening cardiovascular disorders. The 

various formulations are available in the market pertaining to this drug. In order to assess the pharmacokinetic 

parameters, toxicological properties and to estimate the exact concentration of LAC, various analytical techniques are 

employed for the estimation of LAC in pharmaceutical dosage forms, biological matrices and for the physical 

characterization of LAC. Here these methods are described to give a clear glance for the future scientists to develop 

few more easily adoptable methods 

 

MATERIALS AND METHODS 

 
Chemicals and solvents: Lacidipine & carbamazepine were purchased from Hetero Labs, Hyderabad 

(India).acetonitrile and methanol J.T. BAKER. Buffer was purchased from Merck and hplc grade water was obtained 

from the Milli-Q water system. The remaining compounds were all of analytic quality.  

 

LC-MS/MS Instrument &Software 

High performance liquid chromatography system manufactured by Shimadzu.  Which consist of PDA detector, 

Quaternary solvent manager, sample manager, column heating compartment was used for assay determination of 

lacidipine . HPLC instrument was controlled by software Analyst 1.4.2  A Thermo Hypersil BDS C18 75 x 3.5 mm, 

column with particle size of 3.0μm was used as stationary phase for chromatographic separation. Sartorius semi 

micro analytical balance was used for all weighing, Thermo pH meter was used for buffer pH adjustment, and 

sonicator used to dissolve the solutions. The electro spray ionisation (ESI) interface of a triple quadrupole mass 

spectrometer API 4000 operating in the positive ion mode was used to ionise the analyte and detect the IS.  

 

Preparation of standard solutions& (QC) samples 

Weighed accurately, about 10 mg of Lacidipine working standard and transferred to a 10 mL clean glass volumetric 

flask, dissolved in 1 % formic acid in methanol and made up the volume with the same to produce a solution of 1.000 

mg / mL. Corrected the above concentration of lacidipine solution accounting for its potency and the actual amount 

weighed. The stock solution was stored in refrigerator at 2 – 8 °C and used for maximum of three days. Stock 

solution was prepared under monochromatic light. 

 

Sample Preparation 

500 µL of the plasma sample was pipetted into polypropylene pre labeled RIA vials, 50 µL (4.0301 ng / mL of 

Carbamazepine) Internal standard spiking solution Experimental Chapter – 4 67 Division of Pharmaceutical Analysis 

& Quality Assurance, CPR, RIPER was added, except in blank plasma samples where 50 µL diluent was added to it. 

Then 500 µL of extraction buffer was added to it and vortexed. The following sample processing steps were 

followed.  

Oasis HLB, 30 mg / 1CC SPE cartridges were taken (Make: Waters) 

(New cartridge for each sample) ↓ 

Conditioned the cartridges with 1.0mL Methanol, followed by 1.0 mL of extraction buffer and 1.0 mL of Milli - Q - 

Water ↓  

Whole sample was applied which was already prepared in RIA vials ↓ 

(Completely dried the cartridges) ↓ 

Cartridges were washed, after applying maximum pressure when the sample gets down, with 1.0 mL of extraction 

buffer and followed by 2 mL Milli - Q - Water. ↓  

Then sample was eluted with 2.0 mL of dichloromethane and evaporated in steam of nitrogen at 40°C until dryness. 
↓  
The residue was reconstituted with 0.50 mL of mobile Phase, transferred into auto sampler vials.  
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RESULTS AND DISCUSSION  

 
System Suitability Test 

System suitability was performed by injecting 6 consecutive injections of Lacidipine at middle concentration (12.0092 

ng / mL) of calibration range and Carbamazepine at working concentration (0.8060 ng / mL).  

 

Linearity 

A regression equation with a weighting factor of 1 / (concentration ratio) 2 of drug to IS concentration was judged to 

produce the best fit for the concentration - detector response relationship for lacidipine in human plasma. The 

representative calibration curve for regression analysis is illustrated in Figure 10. The results were presented in Table 

23  

 

Precision and Accuracy 

To assess precision and accuracy of the developed analytical method, 5 distinct concentrations (QC’s) in the range of 

CC were prepared, processed and evaluated using 6 replications per Q.C concentrations. 

 

Recovery  

Processed 24 blank plasma samples. Prepared each 6 sets of recovery comparison samples by reconstituting with 

0.2500 mL of final recovery dilutions of quality control samples (LQC, MQC 2 and HQC) and internal standard, 

representing 100 % extraction and injected. The recovery comparison samples of lacidipine were compared against 

extracted samples of LQC, MQC 2 and HQC of PA batch - V. The recovery comparison samples of internal standard 

were compared against the response of internal standard in MQC 2 level (25 - 30).  

 

Stability Experiments 

As part of the method validation, the stability study was assessed. The following stability test was created to gauge 

how easily Solriamfetol might decompose under certain conditions   

 

Freeze - thaw Stability 

The stability of lacidipine in human plasma was determined during three freeze-thaw cycles. Six replicates, each of 

LQC (0.6101 ng / mL) and HQC (10.7717 ng / mL) were analysed after three freeze - thaw cycles. The freeze - thaw 

quality control samples were quantified against the freshly spiked calibration curve standards of concentration range 

equivalent to that used for the calculation of precision and accuracy, refer, Table 35a. The results were presented in 

Table 35b 

 

Bench Top Stability 

Bench Top Stability of lacidipine using six sets each of LQC (0.6101 ng / mL) and HQC (10.7717 ng / mL) was 

determined at 6 hours. The quality control samples were quantified against the freshly spiked calibration curve 

standards 35a. The results were presented in Table 35c  

 

Wet - Extract Stability 

In assessing the wet extract stability, six sets of QC samples (LQC (0.6101 ng / mL) and HQC (10.7717 ng / mL)) were 

processed and placed in the room temperature (20 ± 5 °C). These samples were injected after a period of 35 hours and 

were quantified against freshly spiked calibration curve standards of concentration range equivalent to that used for 

calculation of precision and accuracy,  
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CONCLUSION 

 
The results of selectivity, matrix effect, sensitivity, linearity, precision and accuracy, stabilities, recovery and dilution 

integrity presented in this report are within the acceptance range for bioanalytical batch acceptance criteria, USFDA 

acceptance range as per ‘Guidance for Industry - Bioanalytical Method Validation (May 2001)’given by CDER. This 

analytical method is valid for the estimation of lacidipine, in human plasma over a range of 0.2052 ng / mL to 12.5026 

ng / mL with the detection of lacidipine m / z –456.20 (parent) and 354.20 (product) and internal standard 

carbamazepine m / z – 237.10 (parent) and 194.10 (product) in positive ion mode. In summary, we have developed 

and validated a specific and reproducible LC-MS/MS assay to quantify lacidipine  in human plasma in negative ion 

mode. 
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Table 1.Within Batch Precision and Accuracy for Sensitivity of Lacidipine 

S.No                     Conc. (ng / mL) 

 LLOQ 

 0.2052 

1 0.1926 

2 0.1864 

3 0.1883 

4 0.1858 

5 0.1963 

6 0.1947 

                          AVERAGE 0.19068 

                    S.D 0.004455 

C.V. % 2.34 

                  % NOMINAL 92.93 

 

Table 2: Freeze Thaw Stability (Three Cycles) of Lacidipine 

 Concentration (ng / mL) 

 LQC HQC 

QC 0.6101 10.7717 

55 0.5615 9.7098 

56 0.5328 11.0278 

57 0.5836 10.8883 

58 0.5521 10.0744 

59 0.5530 9.8803 

60 0.5670 10.1197 
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Mean 0.55833 10.28338 

S.D 0.016987 0.544430 

C.V. % 3.04 5.29 

% Nominal 91.52 95.47 

N 6 6 

 

Table 3 Auto sampler Stability Data of Lacidipine for 6 hours 

 Concentration (ng / mL) 

 LQC HQC 

QC 0.6101 10.7717 

61 0.5721 10.9944 

62 0.5209 10.1252 

63 0.5567 10.0246 

64 0.5793 10.4095 

65 0.5647 9.6657 

66 0.5362 11.2259 

Mean 0.55498 10.40755 

S.D 0.022343 0.598466 

C.V. % 4.03 5.75 

% Nominal 90.97 96.62 

 

Table 4: Recovery of Lacidipine in  human plasma 

 

 

 

 

 

LQC Response 
MQC 2 

Response 
HQC Response 

Extracted 

QC 

Unextracted 

QC 

Extracted 

QC 

Unextracted 

QC 

Extracted 

QC 

Unextracted 

QC 

REC 

QC 

LQC (25 - 

30) 
LQC (1 - 6) 

MQC 2 (25 - 

30) 

MQC 2 (1 - 

6) 

HQC (25 - 

30) 
HQC (1 - 6) 

1 19918 22286 203085 230395 340221 383760 

2 19500 22247 202068 228547 340295 382581 

3 20431 21781 200707 222361 352407 384100 

4 19286 22506 213319 230378 345645 383086 

5 21335 22128 233685 230795 370148 383120 

6 21514 22460 211419 227107 368818 385848 

Mean 20330.7 22234.7 210713.8 228263.8 352922.3 383749.2 

S.D 934.95 262.44 12393.91 3214.97 13589.66 1160.05 

C.V. % 4.60 1.18 5.88 1.41 3.85 0.30 

N 6 6 6 6 6 6 

% 

Recovery 
91.44 92.31 91.97 

Pravallika et al., 
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In recent days non-communicable diseases play an important role in morality. The failure of awareness 

about NCD increases the risk level of the disease. The analysis of the procedure is to maintain and 

control the diseases and this control is established by several methods using fuzzy soft analysis. Here, we 

use the method of the fuzzy soft matrix to find out the people highly affected by diseases in a particular 

place using the Decision-Making Analysis Method. We first generalize the product of two fuzzy soft 

matrices. Two or more Fuzzy Soft Matrices in different types of sets can be manipulated in Health Care 

procedures and applied to a Decision-Making problem. Then we can use the algorithm with the product 

of Fuzzy Soft Matrix to deal with such problems. 

 

Keywords: Fuzzy Set, Fuzzy Soft Set, Fuzzy Soft Matrix, Decision Making 

 

INTRODUCTION 

 

In our real-world scenarios, we frequently encounter mathematical problems involving uncertainty, particularly in 

fields such as Environmental Sciences, Economics, and Medicine. Classical methods often fall short due to the 

insufficiency and incompleteness of the available data. To address this uncertainty, Zadeh introduced the fuzzy set 

theory in 1965. Subsequently, Molodtsov proposed the innovative Soft Set theory to handle uncertainties effectively. 

Cagman then defined the Soft Matrix as a representation of the Soft Set. 
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Maji later combined the Fuzzy Set and Soft Set to form the concept of Fuzzy Soft Set, which was further revised and 

improved by Ahamad and Kharal based on Maji’s work. The use of matrices are widespread in various fields of 

science and engineering, and they are particularly well-suited for addressing problems involving uncertainty. While 

classical matrix methods may not suffice for tackling uncertainty, Fuzzy Soft Matrices, derived from Fuzzy Soft Sets, 

provide a promising alternative. This approach was initiated by Yong Yang and Chenli Ji to address decision-making 

problems through the use of Fuzzy Soft Matrices. To manage and control non-communicable diseases (NCDs), 

various methods, including fuzzy analysis, have been employed. This research employs the method of fuzzy soft 

matrices to identify highly affected individuals in specific locations using a Decision-Making Analysis approach. We 

generalize the multiplication of two fuzzy soft matrices and apply it to healthcare procedures. Multiple Fuzzy Soft 

Matrices from different types of sets can be manipulated in healthcare procedures and utilized in decision-making 

problems. The algorithm involving the product of Fuzzy Soft Matrices is employed to address these challenges. 

 

The history of these mathematical approaches reveals a progression from the introduction of soft set theory by 

Molodstov in 1999 to the development of fuzzy soft decision-making algorithms by Maji in 2001. Further 

advancements were made by Roy and Maji in 2007, followed by the work of Ahamed and Tharal in 2009, the 

definition of soft matrices by Cagman in 2010, and the proposal of a weighted fuzzy soft set by Feng in the same 

year. Yong’s successful application of the notion of fuzzy soft matrices in certain decision-making problems in 2011 

and the extensions made by Neog, Bora, and Sut in 2012 further enriched this field of study. New results on fuzzy 

soft matrices have been explored by Seyyed Hossein Jafari Petroudi, Zahra Nabati, and Alireza Yaghobi. The 

application of fuzzy soft matrices in medical diagnosis has also been demonstrated by Lavanya M and Akila S. The 

research project culminates in an algorithm that offers a comprehensive solution to problems involving Fuzzy Soft 

Matrices. 

 

Algorithm 

Step 1: Begin by acquiring two fuzzy soft matrices, denoted as A(11) &  B(11) , each being n x n matrices. 

Take a fuzzy soft matrix X1 with nx1, n=1,2,...,r. 

Multiply A (11) x X1 = Y11 (say), 

Multiply B (11) x X1=Z12(say) 

Y11 U Z12 = {yij+zij-yijzij} = R11 = R (1) (say) 

 

Step 2: Extend the procedure by obtaining two additional fuzzy soft matrices, labeled as A(21) & B(21) , also in the 

format of n x n matrices. 

Take a fuzzy soft matrix X2 with n x1, n=1,2,...,r . 

Multiply A (21) x X2 = Y21 (say), 

Multiply B(21) x X2=Z22(say) 

Y21 U Z22 = R21 = R (2) (say). 

 

Step 3: Repeat the same process iteratively to generate a total of n pairs of matrices, resulting in R(3), R(4), 

and so forth up to R(n) 

 

Step 4: Introduce a single fuzzy soft weight matrix W, which is an n x n matrix. 

 

Step 5: Construct the matrix Sij by utilizing the previously derived R(1), R(2,<., R(n) 

Step 6: Combine the fuzzy soft matrix Sij with the weight matrix W through an addition process. 

U1=min {1, Sij+Wij} 

We get the fuzzy soft matrix U1. 

 

Step 7:  Select the high value related to diseases and give the ranking. 
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Step 8: Select the most preference group and also find the most preference person in a group 

 

Procedure 

Here we have selected the four most common prevalence diseases viz., Diabetes, Cancer, Blood Pressure, and 

Cardiac Vascular Disease. They are notoriously known as ‚silent killers‛. 

 

We chose the persons in a group who were affected by Frequent urination, Increased thirst, unexplained weight 

loss, and blurred vision symptoms. Consider group A (11) have set of four male persons {P1, P2, P3, P4} with the set 

of 4 symptoms {S1, S2, S3, S4} related to diabetes. B (11) have set of 4 female persons {P1, P2, P3, P4} with the set of 4 

symptoms 

 

{S1, S2, S3, S4} related to diabetes. 

S1- Frequent urination  

S2 -Increased thirst 

S3- Unexplained weight loss  

S4- blurred vision 

 

To give the membership grade using linguistic variables for the symptoms to realize the person in days 

Symptom in days  Linguistic variable Fuzzy Number 

0 - 9 -                      very Low   -          0,0.1 

10 - 19 -                          low -          0.2-0.4 

20 - 29 -                      medium -          0.5,0.6 

30 - 39 -                          high -           0.7,0.8 

Above 40   -                     very high -       0.9,1 

 

First, we construct a Fuzzy Soft Set (F1, E1) for male persons 

 

(F1, E1) = { F(P1) = (S1,0.8) (S2,0.2) (S3,.05) (S4,0.7) 

F(P2) = (S1,0.7) (S2,0.5) (S3,0.6) (S4,0.3) 

F(P3) = (S1,.03) (S2,0.7) (S3,0.4) (S4,0.2) 

F(P4) = (S1,0.6) (S2,0.2) (S3,0.4) (S4,0.9)} 

 

we construct Fuzzy Soft Set (G1,H1) for female persons 

 

(G1, H1)= { G(P1) = (S1,0.5) (S2,0.7) (S3,0.8) (S4,0.7) 

G(P2) = (S1,0.9) (S2,0.3) (S3,0.5) (S4,0.8) 

G(P3) = (S1,0.8) (S2,0.6) (S3,0.4) (S4,0.3) 

G(P4) = (S1,0.7) (S2,0.3) (S3,0.9) (S4,0.6) } 

Thus, the person-symptom fuzzy soft matrix A11, B11 
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Symptom -related to the occurrence of disease fuzzy soft set (C1, D1) =  

F(S1) = (d1,0.7) 

F(S2) = (d1,0.5) 

F(S3) = (d1,0.8) 

F(S4) = (d1,0.4) 

 
 

 

In this set of persons, they realize A lump or mass, changes in bowel or bladder habits, changes in skin, and 

pain. Consider group A21 have set of four male persons {P1, P2, P3, P4} with the set of 4 symptoms {S1, S2, S3, S4} 

related to Cancer. B21 have set of 4 female persons {P1, P2, P3, P4} with the set of 4 symptoms {S1, S2, S3, S4} 

related to Cancer. 

 

S1 - A lump or mass 

S2 - changes in bowel or bladder habits  

S3 - changes in skin 

S4 - pain. 

 

To give the membership grade using linguistic variables for the symptoms to realize the person in days 

Symptom in days     Linguistic variable   Fuzzy Number 

0 -9  - very Low -      0,0.1 

10 -19 - low -    0.2-0.4 

20 -29 - medium -     0.5,0.6 

30 - 39 - high -    0.7,0.8 

Above 40 - very high -      0.9,1 

First, we construct Fuzzy Soft Sets 

(F2, E2)  = {F(P1) = (S1,0.7) (S2,0.3) (S3,0.5) (S4,0.1) 

F(P2) = (S1,0.2) (S2,0.9) (S3,0.6) (S4,0.3) 

F(P3) = (S1,0.9) (S2,0.4) (S3,0.7) (S4,0.9) 

F(P4) = (S1,0.8) (S2,0.5) (S3,0.1) (S4,0.7)} 

 

(G2, H2)  = {G(P1) = (S1,0.5) (S2,0.9) (S3,0.7) (S4,0.3) 

G(P2) = (S1,0.9) (S2,0.8) (S3,0.4) (S4,0.6) 

G(P3) = (S1,0.5) (S2,0.6) (S3,0.3) (S4,0.8) 

G(P4) = (S1,0.3) (S2,0.7) (S3,0.8) (S4,0.9)} 

Hema and Prabha 
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Thus the person-symptom fuzzy soft matrix A21, B21 

 
symptoms -Occurrence of Cancer Fuzzy Soft Set (C2, D2 ) =  

F(S1) = (d2,0.5) 

F(S2) = (d2,0.8) 

F(S3) = (d2,0.4) 

F(S4) = (d2,0.3) 

 
 

 
We select a group of persons who were affected by Dizziness, Nose bleeds, agitation,  Headache. 

Consider group A31 have set of male persons {P1,P2,P3,P4} with the set of 4 symptoms 

{S1,S2,S3,S4} related to High Blood Pressure .B31 have set of 4 female persons 

{P1,P2,P3,P4 } with the set of 4 symptoms {S1,S2,S3,S4} related to High Blood Pressure . 

 

S1 - Dizziness 

S2 - Nose bleeds 

S3 - Agitation 

S4 - Headache 

To give the membership grade using linguistic variables for the symptoms to realize the person in days 

Symptom in days  Linguistic variable  Fuzzy Number 

0 - 9   -                  very Low -                  0,0.1 

10-19  -                  low -                  0.2-0.4 

20-29  -                  medium -                  0.5,0.6 

30- 39  -                  high -                  0.7,0.8 

Above 40   -                  very high -                  0.9,1 

 

First, we construct Fuzzy Soft Sets 

(F3, E3) =    {F(P1) = (S1,0.5) (S2,0.7) (S3,0.9) (S4,0.2) 

F(P2) = (S1,0.2) (S2,0.9) (S3,0.3) (S4,0.8) 

F(P3) = (S1,0.9) (S2,0.1) (S3,0.5) (S4,0.4) 

F(P4) = (S1,0.6) (S2,0.4) (S3,0.8) (S4,0.6)} 
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(G3, H3) =    {G(P1) = (S1,0.6) (S2,0.4) (S3,0.5) (S4,0.8) 

G(P2) = (S1,0.7) (S2,0.8) (S3,0.4) (S4,0.6) 

G(P3) = (S1,0.3) (S2,0.5)( S3,0.9) (S4,0.7) 

G(P4) = (S1,0.4) (S2,0.2) (S3,0.7) (S4,0.6)} 

 

Thus the person - symptom Fuzzy Soft Matrix A31, B31 

 

 
Symptom - Occurrence of High Blood Pressure Fuzzy Soft Set (C3, D3) = 

F(S1) = (d3, 0.7) 

F(S2) = (d3, 0.5) 

F(S3) = (d3, 0.8) 

F(S4) = (d3, 0.3) 

 

In this fourth set of persons, they realize chest pain, shortness of breath, palpitations, sweating 

Consider group A41 have set of four male persons {P1, P2, P3, P4} with the set of  4  symptoms {S1, S2, S3, S4} related to 

the CVD. B41 have set of 4 female persons { P1, P2, P3, P4 } with the set of 4 symptoms {S1, S2, S3, S4} related to the CVD. 

 

S1 - Chest pain 

S2 - Shortness of breath 

S3 - Palpitations 

S4 - Sweating 

To give the membership grade using linguistic variables for the symptoms to realize the person in days 

Symptom in days                     Linguistic variable    Fuzzy Number 

0-9 -                                  Very Low -                  0,0.1 

10-19 -                  low -                  0.2-0.4 

20-29 -                  medium -                  0.5,0.6 

30- 39 -                  high -                  0.7,0.8 

Above 40   -                  very high -                  0.9,1 
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First, we construct Fuzzy Soft Sets 

 

(F4, E4) = {F(P1) = (S1,0.7) (S2,0.3) (S3,0.1) (S4,0.8) 

 F(P2) = (S1,0.2) (S2,0.5) (S3,0.3) (S4,0.4) 

F(P3) = (S1,0.9) (S2,0.1) (S3,0.2) (S4,0.4) 

F(P4) = (S1,0.3) (S2,0.6) (S3,0.2) (S4,0.5)} 

 

(G4, H4) = {G(P1) = (S1,0.4) (S2,0.3) (S3,0.5) (S4,0.4) 

G(P2) = (S1,0.5) (S2,0.4) (S3,0.6) (S4,0.3) 

G(P3) = (S1,0.6) (S2,0.5) (S3,0.4) (S4,0.7) 

G(P4) = (S1,0.9) (S2,0.3) (S3,0.5) (S4,0.2)} 

 

Thus, the person-symptom fuzzy soft matrix A41, B41 

 

 

Symptom – Occurrence of CVD Fuzzy Soft Set (C4, D4) = 

F(S1) = (d4,0.5) 

F(S2) = (d4,0.8) 

F(S3) = (d4,0.9) 

F(S4) = (d4,0.7) 

 
 

 
 

 

 

Health care analyze the test for those symptoms related 

 

Lab Test Normal range Abnormal Range 

Systolic blood pressure <120mmHg ≥140mmHg 
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Diastolic blood pressure <80mmHg ≥90mmHg 

BUN 7-20 mg/dL > 20mg/dL 

Creatine 0.6-1.2 mg/dL >1.2 mg/dL 

Fasting blood sugar 70-99mg/dL 126 mg/dL or higher 

OGTT 95mg/dL or lower 200 mg/dL or higher 

A1C 4.8-6.4% 6.5% or higher 

Tumor markers Low High 

Enzymes Low High 

Blood cells Normal Low 

 

Echo-cardiogram may show abnormalities such as heart muscle thickening or heart valve problems. Using this 

data with linguistic variables to give the membership grade of abnormal level 

   Linguistic variable Fuzzy Number 

very Low -                  0,0.1 

low -                  0.2-0.4 

Medium -                  0.5,0.6 

high -                  0.7,0.8 

very high -                  0.9,1 

 

The Person - Test result in Fuzzy Soft Set 

(F, E) = {F(P1) = (t1,0.7) (t2,0.6) (t3,0.5) (t4,0.6) 

F(P2) = (t1,0.5) (t2,0.6) (t3,0.3) (t4,0.6) 

F(P3) = (t1,0.7) (t2,0.5) (t3,0.6) (t4,0.2) 

F(P4) = (t1,0.6) (t2,0.5) (t3,0.7) (t4,0.4)} 

 

Thus, the Person-Test result Fuzzy Soft Matrix W 

 

 
Finally, the four groups of persons affected by four types of disease combined with symptoms and the lab 

test, 

 

 

 

Finally, to obtain which type of disease affected person mostly live in that place 
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0.8750         0.8 0.7750 0.6992 

1         2 3 4 

 

 

CONCLUSIONS 
 

The leading cause of mortality worldwide claims a staggering 17.9 million lives annually on a global scale, 

Research conducted by the Indian Council of Medical Research and Registrar General of India reveals that India 

bears a significant burden, accounting for approximately 60% of the world's heart disease cases. Hypertension 

has also seen a substantial rise in India, with an estimated 25.3% of adults aged 18 and above affected, a notable 

increase from 0.64 million in 1996 to 1.4 million in 2019. Additionally, the prevalence of diabetes in India is a 

growing concern, with approximately 101 million people living with diabetes and an additional 136 million 

individuals in the pre-diabetes stage, as reported by a recent study conducted by the Madras Diabetes Research 

Foundation and the Indian Council of Medical Research. Moreover, the projected number of new cancer cases in 

India for 2022 indicates that one in nine individuals is at risk of developing cancer during their lifetime. 

Identifying individuals most affected by diabetes involves selecting those with the highest cumulative data 

values within each respective column. In the provided matrix, the selection process designates the individual 

with the highest value in the first column as the most affected. This procedure can be applied to the preferences 

for disease analysis among individuals in a specific location for various health conditions. 
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The aim of this research is to assess how business analytics influences innovation, contributing to 

enhanced performance and the development of new products. Given the intense competition in global 

service industries, close monitoring of both business performance and innovation in new products 

becomes imperative. The study employed an exploratory quantitative environmental scan method to 

examine the event and gather relevant data. In a data-centric environment, structural equation modeling 

(SEM) is often engaged to improve the analysis of data acquired from exploratory quantitative research. 

Business analytics is conventionally divided into descriptive, predictive, and prescriptive categories. In 

the context of this study, descriptive analysis draws on business innovation trends to provide insights 

into current situations. Predictive analytics utilizes statistical SEM models to precisely predict future 

events, while prescriptive analytics examines decision outcomes to determine necessary actions. 

Consequently, the analysis indicates a notable positive impact of innovation on firm performance. 

Research findings indicate that increased innovation in products, processes, and distribution channels 

can positively influence business performance. 
 

Keywords: Innovation, Modelling, Prediction, Printing Industry, Analytics 
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INTRODUCTION 

 

This study specifically addresses innovations in the printing industry related to its business performance as well as 

product innovations and technical knowledge in the printing sector. It is always acceptable that printing is an 

integral part of any job in service industry, engineering and any other profitable aspect. The printing industry is a 

publishing industry from small printing process to large printing process. Generally, products in this industry 

include business cards, flyers, letterheads, books, brochures, posters, cards, information sheets, etc. In printing 

industry the journals printed using offset, digital and web printing processes. However, the printing industry often 

faces challenges such as digital competition, declining profits in the printing industry, and technology investment. 

To meet these challenges and ensure that every printing company should be able to make an impact in terms of 

innovation. Innovation is also important so that businesses can compete and consolidate innovation. This article 

attempts to use some statistical techniques to evaluate the industrys’ performance with respect to innovation. The 

use of statistical methods and data analysis techniques to gain insights and improve strategic decisions confines to 

analytics in business. Organizations uses effective business tools to support decision-making. Firstly, descriptive 

analytics furnishes insights into past events by examining pre-existing information through aggregation methods to 

identify designs and trials within the data. Secondly, predictive analytics aids in anticipating forthcoming events 

likely to occur. In projecting future outcomes based on historical data, the study employs prescriptive analysis 

through data mining and statistical modeling. Prescriptive analytics focuses on generating actionable insights rather 

than merely observing data. Decision-making relies on both descriptive and predictive information to achieve its 

objectives. Structural Equation Modeling (SEM) represents an enhanced version of the general linear model (GLM), 

allowing researchers to construct models based on regression equations. These models are typically specific to 

investigating relationships among various dependent and independent factors. 

 

Advantages of employing SEM include 

 Reduction of error variance in estimated parameters within SEM. 

 Incorporation of observed variables and latent variables in SEM. 

 Establishment of a unique framework for estimating linear models using SEM. 

 Provision of both a general model fit test and a separate test for parameter estimation. 

 Simultaneous comparison of regression coefficients, error estimates, mean, and variance. 

 

REVIEW OF LITERATURE 

 
The researcher presents significant insights into Structural Equation Modeling (SEM) in their study, focusing on 

statistical modeling as outlined by Hair et al. (2006 and 1998). According to the researcher, these models play a 

crucial role in estimating multiple interrelated dependencies, representing correlated hidden concepts and 

contributing to the estimation of measurement errors. Yu-Kai (2009) elaborates that the ultimate objective of SEM is 

to model a set of dependent variables linked to a group of unobserved components and measured by observable 

variables. The study delves into key functional aspects, offering a more detailed perspective. From a research 

standpoint, Bennett, Levis, and Robinson (2010) categorize analyses into descriptive, predictive, and prescriptive, 

aligning with INFORMS, encompassing various methods such as statistical techniques, modeling, neural network 

predictions, and forecasting. Holsapple et al. (2014) emphasize a data-centric culture that underscores reliable 

behavioral patterns and principles based on analytical decision-making. Similarly, Kiron et al. (2013) and others 

characterize a data-driven culture as pivotal for organizational improvement. This definition aligns with the 

complexities of morals, principles, norms, and indicators defining how an organization conducts business, consistent 

with organizational culture literature. Schein (1990) suggests that the practice of distinguishing organizations from 

one another is essential. Various researchers have documented the concept of a data-centered culture, highlighting 

the value of information necessity for industries. In organizations, the data-centric aspect is developed to gain a 

competitive advantage in Business Analytics (BA). Operational decisions in organizations increasingly prioritize 
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data-driven insights, a sentiment promoted by Davenport et al. (2001), Kiron and Shockley (2011), and Kiron et al. 

(2013). 

 

OBJECTIVES OF THE RESEARCH  

 
 Evaluate the operational impact of innovations within the printing industry. 

 Recognize the factors influencing the introduction of new products. 

 Investigate effectiveness using exploratory quantitative approaches. 

 Evaluate the alignment of all dimensions with recommended values and demonstrate the suitability of the 

structural model. 

 

Design of Research Problem 

This research approach uses descriptive quantitative models to show the relationship between exogenous and 

endogenous variables. Figure 2 provides this classification. Within this investigation, Figure 3 has been devised to 

delineate the firm performance outcomes linked to innovation. A series of inquiries, measured on a 5-point Likert 

scale, was formulated to gather data. Input from 150 customers, specifically those engaged in printing-related tasks, 

was sought. To structure the study comprehensively, the analysis was conducted employing structural equation 

modeling. 

 

DATA ANALYSIS AND INTERPRETATION 

 
Use the collected samples to determine the suitability of the model by SEM analysis. The model was tested with 

AMOS version 16. SEM can be used to assess causal relationships between variables and confirm model fit. SEM also 

determines goodness of data to the proposed model. Models are evaluated using the relationship between chi-square 

values and resultantdf (χ2/df), RMSEA, GFI, IFI, TLI, CFI, AGFI, and PGFI. In Figure 4, a relationship among the 

variables is shown. Table 2 focuses on evaluating the normality of the data. The skewness values in the table suggest 

that the majority of variables have values less than 2.58, indicating a normal distribution. However, some variables 

exhibit ratios greater than 2.58, signifying a departure from normal distribution. Furthermore, the multivariate 

normality test value of 6.702 (>2.58) indicates that the multivariate data does not conform to a normal distribution. 

It's important to note that for mathematical modeling, particularly when employing multiple regression, the absence 

of normality in the dependent variable may not be a critical consideration. Table 3 shows the results for the 

standardized and unstandardized coefficients and associated test statistics, where the coefficients represent the 

change in the dependent variable per unit change in the independent variable. The values in the table indicates 

innovation gives anoptimistic impact on the success of the firm. This means that innovation helps to identify the rate 

of change in business. 

 

Hypotheses 

H0 (Null Hypothesis): The planned model exhibits the best fit. 

H1 (Alternative Hypothesis): The planned model does not exhibit the best fit. 

Evaluation of the null hypothesis (H0) involves testing whether the innovation performance of the firm yields a chi-

square value of 22.864 with 19 degrees of freedom and a probability greater than 0.05 (p > 0.05). These results suggest 

that the data fits the planned model adequately, as evidenced by CMIN/DF values below 5. Thus, it can be inferred 

that the proposed structure is suitable. Table 5 reveals a p-value of 0.243 (greater than 0.05), indicating a well-fitting 

model. Notably, the Goodness of Fit Index (GFI) is 0.968, and the Adjusted Goodness of Fit Index (AGFI) is 0.925 

(>0.9), both considered favorable. The Normal Fit Index (NFI) is 0.964, and the Comparative Fit Index (CFI) is 0.99, 

suggesting a strong model fit. The Root Mean Square Residual (RMR) is 0.079, and the approximate Root Mean 

Square Error of Approximation (RMSEA) is 0.037 (<0.08), further supporting a satisfactory fit. Additionally, the RFI, 

IFI, and TLI scores all exceed 0.9, indicating an excellent model fit. 
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CONCLUSION 

This research is to determine business performance through innovation, to find a model for launching new products. 

Descriptive analysis provides evidence of this. Using predictive analytics in SEM models helps foretell performance 

of business according to financial insights, customer insights, business process insights, and employability insights. 

Enterprise performance can be enhanced through innovation, manifested by way of product innovation, process 

innovation, and sales innovation. The findings suggest that fostering innovation and measuring business 

performance will enable the print industry to compete with digital, increase profits and make meaningful technology 

investments.  

 

FUTURE WORK 
Business performance factors can be studied in a transnational setting. Moreover, the research can also be applied in 

the future to the service industry functioning globally, which will help in identifying relevant business insights. 
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Table 1. Relationship among variables in the Structural Equation Modelling 

 
 

Table 2:Assessment of normality of SEM 

 
 

Table 3: Unstandardized (B) and Standardised (Beta) coefficients of SEM 
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Table 4: Summary of Model Fit 

 
 

 

 

Figure 1: Research Stream of the Analysis Figure. 2:  Classification of the variables 

 

 
Figure 3: Proposed Research Framework Figure 4: SEM–Performance of Business 
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Technology is becoming an important part in todays’ life as everything is digitalizing in India. In the field 

of education, technology is being used to deliver content and to help student to visualize the concepts 

and explore more about concepts taught in the class. In India, many programmes have been initiated by 

the government in secondary schools like provision of computer labs, internet, smart board, now the 

provision of online classes. So, it is important that every student should have knowledge of technology 

skills as it is need of the hour for competing in the new technological era. Today, the world is becoming 

more and more competitive and quality of performance is the key factor for one’s progress. There are 

factors such as technology skills, academic achievement, personality traits, emotional, cultural and 

intellectual which influence the success and failure of students. The aim of the present study was to 

develop a better understanding of the secondary level students’ personality traits and its relation with 

technology skills. Simple random sampling technique was used. The sample consisted of 208 secondary 

level students, studying in 9th and 10th class of Jammu district. Self- devised Technology Skill Scale was 

used for assessing level of technology skills among students. Scale for Introversion and Extroversion 

Dimension was used to know about personality traits of students. Percentage, Mean, and ANOVA were 

used to analyse the data. The findings of the study clearly revealed that 27% of the students have basic 

skills and 47% students have intermediate skills and rest of students i.e. about 26 % exhibits advanced 

technology skills among secondary level students. Further, No significant difference was found in 

technology skills score of secondary level students in relation to their personality traits (Introversion, 

Ambivert and Extroversion). It was also found that there exists significant difference in technology skills 

score of secondary level students with respect to their type of school (Government and Private), Gender 
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(Male and Female) and Family Income (low, Average and High). The study also revealed that there exists 

significant interactional effect of type of school, gender and family income on technology skills scores of 

secondary level students. 
 

Keywords: Technology Skills, Secondary Students and Personality Traits. 

 

INTRODUCTION 

 

Today, there is no any field of activity where technology is not being used. We apply technology in almost 

everything we do in our daily lives. On society the impact of technology is so huge and it also plays a very important 

role in the field of education too (Ananthula, 2015).With the development of technology, India has witnessed an 

enhanced online education over a period of few years. In the past few years, So many working professional and 

students have joined different e-learning platforms to enhance their skills. Mostly rural areas of India lag in 

educational facilities and still they are struggling with outdated teaching methods, shortage of teachers, lack of 

teaching resources, inadequate student- teacher ratio, for providing them same level of quality education as urban 

students are taking, digital education is a good option (Ramananda, 2020).Various workforces will need to adapt 

new technology skills, the danger of not learning technology skills is that children will only become passive 

consumers of technology (Beckingham, 2019).The Government of India, especially its Ministry of Human Resource 

Development, has introduced several initiatives related to ICT in its school system. Computer labs, National E- 

library, Smart Schools, and Swayam courses from class 9th onwards, use of blended learning, collaborative learning 

in classroom are some of the examples of these initiatives. In secondary schools children’s should be provided 

opportunities to learn advanced technology skills that will help in widen their prospects as adults. Students should 

be encouraged to develop technology skills from the very young age. It is important for all the secondary level 

students of 21st century to have the knowledge of these basictechnology skills in order to compete in the today’s 

working world.Technology skills have also been classified astechnology in the classroom: Search the web, Connect 

through social media, Collaborate with other students online, Video conferencing and sharing videos, Blogging, Use 

a Tablet/Mobile/ laptop, E-Mail Management Skills, File Management, Web site Design Skills, Downloading Software 

from the Web Knowledge - including e-Books, Installing Computer Software onto a Computer System, Computer 

Related Storage Devices Knowledge, Educational Copyright Knowledge, Computer Security Knowledge(Turner, 

2005).Secondary level students’ are in adolescentstage of development, where the personality and its components are 

growing, clashing, watching, imitating, demanding, giving, receiving, sharing. So, at this stage adolescent develops 

various traits of personality. It is the most important stage in the student’s life, it bridges between the general 

information of the mind and personality of the students. 

 

 Personality is defined as the totality of all the activities that can be discovered by long period of observation so that 

reliable information can be obtained about personality. It also refers the way of individual feelings, thoughts, 

behaviours and social adjustments among individuals that influence one’s expectations, values, perception and 

attitudes (Nadeem, 2017).The investigator reviewed so many literature on personality and found that various studies 

has been conducted with different traits of personality like openness, conscientiousness, extraversion, introversion, 

agreeableness and neuroticism, psychoticism many more and also found some studies on introversion and 

extroversion trait of personality and its relationship with English as second language proficiency (Zafar, Khan and 

Meenakshi,2018), Relationship between introversion/Extroversion personality trait and proficiency in ESL writing 

skills (Qanwal and Ghani, 2019), Influence of extroversion and introversion on decision making ability (Khalil, 2016). 

There is conviction that the individual differences of personality in general and the Introversion and Extraversion 

dimension in particular reflects what an individual will do. Thus the investigator created interest in knowing about 

introversion and extroversion personality trait of secondary level students.  Our personality traits help us to make 

important life choices: the kind of environment we want to live in, work we want to do and even the type of person 

we want to work with them. Our different combination of genes contributes to build our personality and we cannot 
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change it. Instead of trying to change our personality, students should try to use that energy towards learning and 

developing new skills that will help us to achieve the goals of life (Onuka, 2018). Our personality is uniquely ours - 

whether they tend toward extroversion, introversion, or ambiversion. There is nothing wrong with any one of these 

personality traits. They are just ways to describe how we get our energy and relate to the world. MacCutcheon 

concludes we all utilize both sides of the spectrum in various circumstances. In order to be most successful in the 

world, it is important to develop skills to exercise both ends introversion and extroversion, which in-turn boost up 

our energies and prepare us for future trends to achieve our goals(Muza, Muhammad and Aliero, 2020).  Research 

evidence seems to indicate that students had not appropriate familiarity with technology skills. Level of technology 

skills to use computer, internet was at moderate level and mobile skills to assess and download information was at 

high level (Kadir, 2013, Minikutty and Raj, 2015 and Babajide, 2019). Studies revealed significant difference  between 

male and female technology skills (Umar and Jalil,2012 and Raja and Sridharan, 2019), Studies showed that 

difference in technology skills level among government and private school students (Ananthula, 2015), Research 

evidence seems to indicate significant relationship between academic achievement and personality traits (Martey 

and Larbi, 2016 and Suvarna and Bhat, 2016). Studies also revealed that there was a significant relationship between 

personality traits and all digital literacy skills (Ahmed and Rasheed, 2020). 

 

NEED AND SIGNIFICANCE 

Traditionally technologies are not so much used in our educational field, but today we are witnessing a revolution 

based on technologies. In developing countries like India, where technology plays a very important role in all the 

fields of life, it is important to integrate technology in education sector also. The application of technology has 

become a critical part of the learning processes for both students and teachers inside and outside the classroom 

settings. As technology is very important component in todays’ life, it becomes imperative to study the factors that 

influence the technology skills of the students. Secondary level is an important stage of education. This is the 

adolescence stage of one’s life. These are the years before entering the bigger and serious part of education that is 

career. It is extremely important to focus during these years. These years of school life are very much vulnerable to 

problems of various kinds and the personality traits of students are affected to greater extent. The findings of the 

study may prove beneficial for students, teachers, administrators, policymakers and for parents. 

 

OBJECTIVES OF THE STUDY 

1. To study the technology skills among secondary level students. 

2. To study the difference in scores obtained on technology skills with respect to the personality traits (introversion, 

ambivert and extroversion) of secondary level students. 

3. To study the interactional effect of type of school, gender and family income in scores obtained on technology 

skills of secondary level students. 

 

HYPOTHESES OF THE STUDY 

1. There is no significant difference in scores obtained on technology skills of secondary level students with respect 

to type of school (Government and Private) they are studying in. 

2. There is no significant difference in scores obtained on technology skills with respect to the personality traits 

(introversion, ambivert and extroversion) of secondary level students. 

3. There is no significant difference in scores obtained on technology skills of secondary level students with respect 

to their gender (Male and Female) 

4. There is no significant difference in scores obtained on technology skills of secondary level students with respect 

to their family income (Low, Average and High). 

5. There is no significant interactional effect of type of school, gender and family income in scores obtained on 

technology skillsof secondary level students. 
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RESEARCH METHODOLOGY 
 

Descriptive Survey Method has been employed for gathering information from secondary level students in the 

present investigation. Simple random sampling technique has been used for selecting 208 secondary level students 

from Jammu district. Technology Skill Scalewas used for knowing the level of technology skills among secondary level 

students and Scale for Introversion – Extraversion Dimension (SIED) by Sanjay Vohra, (1993) used to know about the 

personality traits (Introversion, Ambivert and Extraversion) of secondary level students. 

 

RESULTS AND INTERPRETATION  
 

Objective 1: To study technology skills among secondary level students. 

Table 1 depicts that the students who have scores range between 0-36 have basic skills, and between 37-52 have 

intermediate skills and the scores range between 53-60 have advanced level skills. So, near about 27% of the students 

have basic skills and 47% students have intermediate skills and rest of students i.e. about 26 % exhibits advanced 

technology skills on the scale used for the present study. The data has been presented diagrammatically in Figure 1. 

 

Objective 2:  To study the difference in scores obtained on technology skills with respect to the personality traits 

(introversion, ambivert and extroversion) of secondary level students. 

Ho1: There is no significant difference in scores obtained on technology skills with respect to the personality traits 

(introversion, ambivert and extroversion) of secondary level students. Table 2 shows the calculated F-ratio for the 

technology skills and personality traits is 1.71. The calculated value is less than the table value 3.35 (.05 level) and 

5.49 (.01 level) against 2 and 27 df, which is not significant. Therefore, the hypothesis 5 ‚There is no significant 

difference in scores obtained on technology skills of secondary level students with respect to their personality traits 

(introversion, ambivert and extroversion)‛ is accepted. It means that a personality trait (introversion, ambivert and 

extroversion) does not effect technology skills scores of secondary level students.  

 

Objective 3: To study the interactional effect of type of school, gender and family income in scores obtained on 

technology skills of secondary level students. 

For achieving this objective, following hypotheses Ho2, Ho3, Ho4 and Ho5 were tested by using Analysis of variance 

(ANOVA) by the investigator and hypothesis wise results are given in following Table 3. 

Ho 2: There is no significant difference in scores obtained on technology skills of secondary level students with 

respect to type of school (Government and Private) they are studying in. 

Ho 3: There is no significant difference in scores obtained on technology skills of secondary level students with 

respect to their gender (Male and Female). 

Ho 4: There is no significant difference in scores obtained on technology skills of secondary level students with 

respect to their family income (Low, Average and High). 

Ho5: There is no significant interactional effect of type of school, gender and family income in scores obtained on 

technology skillsof secondary level students. 

Table 3 shows the interactional effect of type of school, gender and family income in scores obtained on technology 

skills of secondary level students. F-ratio for the main effect of ‘A’ i.e., type of school is 46.6 as shown in Table 3. 

Which is significant at 0.01 level of significance as it is greater than the table value i.e. 1.86 (0.05 level) and 2.40 (0.01 

level) against 1 and 60 df. Therefore, the hypothesis 2‚There is no significant difference in scores obtained on 

technology skills of secondary level students with respect to type of school (Government and Private) they are 

studying in‛ is rejected. It means that the type of school (Government and Private) influenced the technology skills 

scores of secondary level students. Tables 4 revealed the mean score of government secondary level students is 33.3 

and mean score of private secondary level students is 46.1 respectively, which means private school students have 

high technology skills scores than government secondary school students. The F-ratio for the main effect ‘B’ i.e., 

gender (Male and Female) is 4.1as shown in Table 3. Which is significant at 0.01 level of significance as it is greater 

than the table value 1.86 (0.05 level) and 2.40 (0.01 level) against 1 and 60 df. Therefore hypothesis 3 ‚There is no 
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significant difference in scores obtained on technology skills of secondary level students with respect to their gender 

(Male and Female)‛ is rejected. It means that the gender (male and female) influenced the technology skills scores of 

secondary level students. Table 5 revealed that the mean score of male is 39.9 and mean score of female secondary 

level students is 39.5 respectively, which means male students have high technology skills scores than female 

secondary level students. The F-ratio for the main effect ‘C’ i.e., family income (low, average and high) is 7.2 as 

shown in Table 3. Which is significant at .01 level of significance as it is greater than the table value 1.81 (0.05 level 

and 2.32 (0.01 level) against 2 and 60 df. Therefore hypothesis 4‚There is no significant difference in scores obtained 

on technology skills of secondary level students with respect to their family income (Low, Average and High)‛ is 

rejected. It means that the level of family income (low, average and high) effect the technology skills scores of 

secondary level students. Table 6 reveals that the mean scores of low family income students is 42.8, mean scores of 

average family income students is 46.7 and mean score of high family income students secondary level students is 

49.5 respectively, which means students’ who have high family income  have high technology skills scores than 

average and low family income secondary level students. Futher, the F- ratio for the interactional effect A×B×C (type 

of school, gender and family income) is5.9 as shown in Table 3.  Which is significant at 0.01 level of significance as it 

is greater than the table value 1.81 (0.05 level) and 2.32 (0.01 level) against 2 and 60 df. It shows that there is 

significant interactional effect of type of school, gender and family income on technology skills scores of secondary 

level students. Therefore hypothesis 5 ‚There is no significant interactional effect of type of school, gender and 

family income in scores obtained on technology skills of secondary level students‛ is rejected. It means that the 

interactional effect of type of school, gender and family income collectively effect the technology skills scores of 

secondary level students.  

 

DISCUSSION AND CONCLUSIONS 

 
1. The knowledge of technology skill is not now an activity for the few but for everyone. Findings indicated that 

most of students have not an adequate level of technology skill, whichis a similar result as found by Robabi and 

Arbabisarjou (2015) and Babajide (2019) that students have not satisfactory knowledge of computer literacy.  

2. It is also found from the study that there is no significant difference of technology skills scores of introversion, 

ambivert and extroversion students. 

3. It was also concluded from the findings that there is significant difference in technology skills scores of male 

and female, government and private secondary school students. Boys had high level of technology skills scores 

than secondary school girls; private school students also have high technology skills scores than government 

secondary school students, the possible reasons behind better technology skills among private secondary school 

students are good infrastructure, facilities, smart classrooms, well equipped computer labs.  This is similar with 

results reported by Ananthula (2015), who  found significant difference between level of computer awareness 

on the basis of gender (boys and girls) and type of school (government and private) as well. 

4.  There was also significant difference in technology skills scores of students who had low, average and high 

level of family income. The students who had high level of family income have high level of technology skills 

scores than students who had average and low level of family income, this may be due to availability of 

technology tools like mobile, laptop, computer, internet. Also significant difference has been found to exist in 

triple interaction i.e. type of school, gender and family income collectively on technology skills scores of 

secondary level students.  

 

EDUCATIONAL IMPLICATIONS 

On the basis of discussion and conclusions of the study, the following educational implications were suggested by 

the investigator for students, teachers, schools and policymakers. 

 

For students: As everything is digitalizing in today’s world it the need of every student to familiarize with 

technology. The result of the present study helps the students to know how much they are capable for working in 

today’s digital world and how much they are ready for future trends. The knowledge about high level of technology 
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skills helps the students to choose their career accordingly and knowing about personality traits helps the students to 

take their decisions about choosing the subjects for higher education and make themselves to be competent for future 

work area. 

 

For teachers: Teachers’ should provide more time to students to assess computer labs, who have low and average 

level of technology skills. The teachers should use and integrate technology in teaching learning process in order to 

bridge the digital divide in today’s technological age, Video graphics and text material, smart board with internet in 

every classroom, digital libraries, search and download content and soon should be available regarding the 

curriculum of the students. The teachers’ should provide guidance to students in choosing their subjects for their 

professional career, according to the personality traits of the students’ introversion, ambivert and extroversion. It 

was found that secondary level girls have low technology skills. For improving the technology skills of girls, the 

school teachers’ should organize the workshop regarding the awareness of technology uses in the present era and 

motivate the girls for using technology in their day to day life activities and improve their technology skills. 

 

For administrator: The school administration should organize career counselling for students, according to their 

level of technology skills, so that they can make best choice according to their technology skills level after 

matriculation. Proper infrastructure and facilities should be provided by schools and awareness programme about 

the use of technology. So that students who have low and intermediate level of technology skills can develop 

them.The government school administration should take steps to empower the technology awareness among the 

students, who were studying in government schools as government school students have low technology skills.The 

results also showed that students who have low level of family income have low level of technology skills. The 

school administration should provide proper infrastructure and facilities in school so that every student can assess 

the computer labs. Various activities should be organized by the secondary schools for the childrens’ who have some 

personality related problems. 

 

For policymakers: Results of the study helps the policy makers to know about the level of technology skills among 

secondary level students and choosing the more appropriate policy for improving or advancing the technology skills 

so that they can ready for future trends. Curriculum should also reframed and include activities like debates, 

seminars, symposium, cultural activities, quiz etc for students that will help them in developing a good and balanced 

personality traits.Grants should be sanctioned specially for the government schools because government school 

students have low technology skill as compared to private schools, for improving their infrastructure. Scholarship 

should be provided to economically disadvantage students so that they can buy their own computer, laptops, 

smartphone etc. as it was found in the present study that students from low economic status have low level of 

technology skills. 
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Table 1: Level of Technology Skill of Students (N=208) 

Raw Scores Range Skill Level Frequency (N) Percentage (%) 

0-36 Basic skills 56 26.92% 

37-52 Intermediate skills 98 47.12% 

53-60 Advanced skills 54 25.96% 

 

Table 2: ANOVA Table for difference between technology skills and personality traits. 

 Sum of Squares DF Mean Square F Sig. 

Between Groups 

Within Groups 

495.2 

3920 

2 

27 

247.6 

145.2 

 

1.71 
Not Significant 

 

Table 3: Summary of three way ANOVA (2×2×3) factorial design 

Sources of variations SS df MS F-ratio Significance 

A (Type of school) 10976.6 1 10976.6 46.6 Significant** 

B (Gender) 960.7 1 960.7 4.1 Significant** 

C (Family income) 3406.4 2 1703.2 7.2 Significant** 

A×B 136.1 1 136.1 0.6 Not significant 

B×C 877.3 2 438.65 1.9 Significant* 

A×C 3369.45 2 1684.7 7.1 Significant** 

A×B×C 2805.7 2 1402.8 5.9 Significant** 

Within 14134.9 60 235.6   

Total 36667.15     

**Significant at .01 level 

 

Table 4: Mean difference between government and private secondary level students’ technology skills score 

Type of school Mean Value 

Government 33.3 

Private 46.1 

 

Table 5: Mean difference between Male and Female secondary level students’ technology skills score 

Gender Mean Value 

Male 39.9 

Female 39.5 

 

Table 6: Mean difference between Low, Average and High family income students’ technology skills score 

Family Income Mean Value 

Low 42.8 

Average 46.7 

High 49.5 
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Figure 1: percentage wise distribution of students 

according to their technology skill levels 

Figure 2: Type of school wise mean value of 

technology skills score of secondary level students 

  
Figure 3: Gender wise mean value of technology skills 

score of secondary level students 

Figure 4: Family income wise mean value of 

technology skills score of secondary level students. 
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Medicinal plant was Strychnos nux - vomica,L. Loganiaceae was screened for its phyto chemical 

compounds by HPTLC technique which revealed the presence of alkaloids, flavonoid, saponins and 

steroids, Antibacterial activity was tested against Bacillus subtilis NCBT 012, Staphylococcus aureus 

NCBT051 (Gram +), Escherichia coli NCBT048 (Gram-) bacteria using ethanolic leaf extract. Maximum 

antibacterial activity was noticed in E. coli, followed by P.aeruginosa and S.aureus. 
 

Keywords: Antibacterial activity, alkaloids, Disc Diffusion method, phytochemical analysis, Strychnos - 

nuxvomica 

 

INTRODUCTION 

 

Strychnos nux - vomica, L. (Loganiaceae), a tropical medicinal plant (Gamble, 2016), the seeds are used as 

toxic, stimulant treatment of paralysis and nervous disorders, seeds are added to m beverages to make 

them intoxicating effect (Umrao sing et al. 1990) This medicinal plant have been utilized traditionally in 

many Countries of the world where Limited where access to formal health cares are limited (Adewole 

and Carton – Martius, 2006). The remedies and health approaches are free from side effects is an 

important aspects of drug obtained from the medicinal plants.(Abubacker et al 2018, Mahoud fathi 
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et.al.2022).These are about 3000 medicinal plants have been recognized in India, 70%. of rural 

Populations are dependent on the traditional system of Ayurveda medicine. To Promote Indian herbal 

drugs there is a need to evaluate the therapeutic properties of the drugs as per WHO guidelines (Dubly 

et. al. 2004).There are reports of using root extract (Mahalingam 2011), flower extract (Glad Mahesh et al 

2015) and seed extract (Louds Magdalin Joy and Reginld appavoo 2015) of S. nux-vomica for antibacterial 

screening. The Present work evaluates the phytochemical and antibacterial activity of leaf ethanolic 

extract of this plant. 

 
MATERIALS AND METHODS 
 

Plant material 

The plant S.nux -vomica, L. Loganiaceae (Fig-1) were collected from the green house Bishop Heber College, 

Tiruchirapalli, Tamil Nadu, India, which were, washed initially with 2%. Nacl solution followed by sterile distilled 

Water, air dried under sterile condition and finally powdered and used for the experimental work. 

 

Bacterial Culture 

The Clinical isolates of bacterial cultures tested in this work Bacillus subtilis NCBT 012 Escherichia coli NCBT 003, 

Pseudomonas aeruginosa NCBT 048 and Staphylococcus aureus NCBT 051 were maintained in immobilized condition in 

Nutrient. gelatin medium of gelatin 15g, Nutrient broth 100ml with pH 7.2 (Harrigan and Mc Cance 1969) 

Microbiology laboratory in the PG and Research Department of Biotechnology, National College, Tiruchirapalli, 

Tamil Nadu, India. 

 

Preparation of leaf extract 

Hundred grams of shade dried S. nux -vomica leaf powder was extracted with ethanol 1 litre of Solvent for 18 hours 

by conditions hot percolation using soxlet apparatus. After Completion of extraction the extract was dried and 

concentrated by vacuum distillation, the greenish brown residues obtained was stored in desicator for further 

phytochemical analysis using HPTLC (Harborne et al.1984) Hundred mg of extracted residue was then dissolved in 

ethanol and centrifuged at 3000 rpm 5 min. Transfered the supernatant into 5ml volumetric flask and made up to the 

mark with ethanol. This solution was used as test solution for HPTLC analysis (Patel et. al 2010)5 µl of this solution 

was loaded as band in was 10x10 cm silica gel 60F254 TLC Plate 0.2 mm thickness(Merck KGaA, Darm Stadt, 

Germany) Hamilton syringe using Hamilton syringe and CAMAG LINOMAT 5 instrument developing chamber with 

respective mobile phase. The developed plate was dried by hot air to evaporate solvents plate from the plate and the 

plate was dried by hot air to evaporate solvents from the plate and the plate was kept in photo - documentation 

Chamber CAMAG REPROSTAR 3 and the images were captured at white light. Than the plate was fixed for Scanning 

at 366nm and 500nm, the peaks display were noted in Densitogram.  

 

Antibacterial assay 

Disc Diffusion Method 

Antibiogram was conducted by disc diffusion method (Banck et al 1966, NCCLS 1993) using standard disc as 

positive control. The surface of media were inoculated with bacterial strains from a pure nutrient broth culture. The 

test extract was loaded in the plain bio-discs (Hi media) and were placed on the bacterial inoculated media. After 48 

hrs of incubation at a specific temperature (32 ± 1°c) for B. subtilis and (37+ 1ºc) for E.coli , P. aeruginosa and S. 

aureus. The culture plates were examined and the diameter of inhibition zones were measured in mm. Standard 

antibiotic disc Amikacin (30µg) was used as positive Control in this study.  
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DISCUSSION 
 

PHYTOCHEMICAL ANALYSIS: 

Plants are a major source of medicine with a biological deliberations like antibacterial and antifungal activities. 

Almost 25% of conventional drugs are used in primary health care of majority of world population (Ekor 2014). 

Phytochemical analysis conducted from the leaf ethanolic extract of S. nux-vomica by HPTLC method revealed the 

presence of alkaloids, flavonoids, steroids, and saponins. HPTLC technique is an excellent method with respect to 

selectivity and sensitivity in the detection of compounds (Patel et, al.2010, a). These phytochemicals are reported to 

have many biological and therapeutic properties (Narender et, al 2012, Vishnu et, al 2013., Patel, et.al 

2010,b)(Benedec et, al 2013., Charalampus et.al 2013 )and based on the earlier work the cumulative effect of 

phytochemicals of S. nux-vomica leaf ethanolic extract was tested and it seems to be a potential antibacterial 

compound of plant origin. 

 

Antibacterial activity 

Antibacterial screening study revealed that the ethanolic leaf extract showed maximum 20.07 ± 0.20mm 

inhibition against E.coli at 100 µg/ml concentration, the positive control Amikacin showed 28.0 ± 0.10mm zone of 

inhibition at 30 µg/disc contraction which is followed by 16.0 ± 0.15 mm for P.aeruginosa, 14.0 ± 0.10 mm for B.subtilis 

and S.aureus at 100 µg/ml concentration of leaf extract. Mahalingam et.al (2011), stated good antibacterial activity of 

ethylacetate and n-butanol root extract S. nux-vomica, the zone of inhibition ranged from 13-16mm against E.coli, S. 

aureus, and Klebsiella sp of Londs magdalen joy and Reginald Appavoo (2015) also antibacterial activity of S. nux-

vomica seed extract for E.coli and klebsiella sp. of Glad Mahesh et, al (2015) studied the flower extract of S.nux-vomica 

and stated antibacterial activity. The present work is yet another evidence and confirmed antibacterial activity of 

S.nux- vomica leaf ethanolic extract. 

 

 

RESULTS 
 

Phytochemical analysis by HPTLC: 

Medicinal plants are natural resources yielding valuable herbal product, which are often used in the treatment of 

various Ailments in the traditional health care system. S .nux- vomica leaf extract were screened for secondary 

metabolites using HPTLC analysis which revealed the pressure of alkaloids, flavonoid, saponins and sterols. Bright 

yellow coloured zone were present in sample at Rf value for 0.10 to 0.23 represent alkaloid 1 and 0.23 to 0.30 for 

alkaloids in the densitogram. Bluish green coloured Zone with Rf value 0.37 to 0.43 in the densitogram represent 

flavonoids, Green Coloured zone at Rf value 0.11 to 0.18 represent steroid 1,and 0.67 to 0.87 refers to steroid 2 greyish 

green coloured zone in sample at different Rf values represent saponins 1 to 5, Rf 0·21 to 0.32 saponin 2, 0.32 to 0.40 

saponin3, 0.61 to 0.70 saponin 4 and 0.50 to 0.61 represent saponin 5 . 

 

Antibacterial Assay 

The antibiogram revealed that maximum antibacterial activity was against E. coli, which is followed by P. 

aeuroginosa, B. subtilis, and S. aureus. For E. coli 12.0 ± 00.5, 16.0 ± 0.10 and 20.0 ± 0.20 mm zone of inhibitions were 

noticed for 25, 50 and 100 µg/ml concentration respectively against 28.0 ± 0.10 mm for Amikacin 30 µg/ml as a 

positive control. Whereas for both B.subtilis and S. aureus 10.0 ± 0.10, 12.0 ± 0.15 14.0 ± 0.10 mm zone of inhibition 

was seen for 25,50 and 100 µg/ml concentration respectively and for Alkaline control 32.0 ± 0.05 for 

B.subtilis and 24.0 ± 0.05 for S. aureus zone of inhibition was found. P.aeruginosa have shown 10.0 ± 0.10, 14.0 ± 0.15, 

and 16.0 ± 0.15 mm zone of inhibition was noticed for 25, 50, and 100 µg/ml concentration respectively and for 

amikacin control, 30.0 ± 0.10mm zone of inhibition was noticed. 
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CONCLUSION 
 

The potential of leaf extract of S. nux-vomcica medicinal plants for developing antibacterial drugs is promising and it 

can lead to contributing and vital role in phytomedicines for both Gram-positive and Gram-negative time bacteria. 

Plant-based antibacterial drugs have lesser side effects than synthetic drugs and to conclude that the leaf ethanolic 

extract of S.nux-vomica could be used as antibacterial drugs, further studies in this will explore the other potential uses 

of thin medicinal plants. 
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Table 1: Antibacterial sensitivity studies of ethanolic by extract of S.nux-vomica against B. subtilis, E. coli, P. 

aeruginosa, and S.aureus results are presented  

Organism/Antibiotic disc Concentration µg/ml 
Zone of inhibition(mm) 

Time 48 hr 

B.subtilis NCBT 012 Amikacin (control) 

25 

50 

100 

30 

10.0±0.10 

12.0±0.15 

14.0±0.10 

32.0±0.05 

E.coli NCBT 003 

Amikacin (control) 

25 

50 

100 

30 

12.0±0.05 

16.0±0.10 

20.00±0.20 

28.0±0.10 

P.AeruginosaNCBT 048 

Amikacin (control) 

25 

50 

100 

30 

10.0±10.0 

14.0±0.15 

16.0±0.15 

30.0 ± 0.10 

Aureus NCBT 051 

Amikacin (control) 

25 

50 

100 

30 

10.0 ± 0.10 

12.0 ± 0.05 

14.0 ± 0.10 

24.0 ± 0.05 
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An𝑀/𝐺/1retrial queue with recurrent customers, general retrial times, switch overtime with working 

vacation is get into the contemplation of this work. We consider two types of customers; recurrent and 

transit customers. All service times and retrial times for transit customers follow general distribution, 

retrial time for recurrent customers and working vacation time are assumed to have an exponential 

distribution, also service time of the recurrent customers follows and general distribution and switch 

overtime to the working vacation of server follows an exponential distribution. The PGF and the mean of 

number of customers in an imperceptible waiting area are get by the effective action of supplementary 

variable technique. As a matter of interest, some special cases are furnished.  
 

Keywords: Retrial queue, Recurrent customer, Transit customer, Working vacation, Switchover time, 

Supplementary variable technique, Probability generating function, Waiting time, Idle State. 
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INTRODUCTION 

 

For the last few years, there has been extensive research into retrial queue in the field of queuing theory. Retrial 

queues are distinguished by the fact that an arriving customer discovers, a server is busy when it arrives, it is 
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requested to leave or decides to leave the service zone and enters to an invisible place to the server, known as an 

orbit. Continuing to follow some random period, the customer makes many efforts to obtain service. This request is 

independent of the other customers in the orbit. In the analysis of telephone and other communication systems, these 

models with repeated attempts appear often. One could visit , [6,7,21] to allow a more detailed examination of the 

retrial queues. Boxma OJ, Cohen JW[14] investigated an 𝑀/𝐺/1 queue with specific number of recurrent customers, 

who rejoin the queue after completing their service (Basically in Stochastic Process, a state is considered to be 

recurrent if, whenever we leave it, we will return to it with probability one. Instead,  transient if the probability of 

return is less than one.). Farahmand[9] examined the idea of recurrent customers in the retrial queue, examining two 

cases: the constant case, in which the call-up rate of each customer is independent of the number of customers in 

orbit, and the inconstant case, in which the call-up rate drops as, in orbit the number of customers rises. Moreno [12] 

investigated an 𝑀/𝐺/1 retrial queue with a specific number 𝐾 recurrent customers (𝐾 = 1,2,3. . . ) which are return to 

orbit immediately after service; once the service complete, transit customers who exit the system will never return. 

Vacation queueing model was introduced as a development of the classical queueingtheory in the 1970's.  In this, the 

server may be unavailable for some timeframe for number of reasons, such as: searching for restoration, starting to 

work at some other queues, checking for new work, or merely by taking a break from their work, these are regular 

traits of many communication systems. So, this timeframe is known as vacation (the server is inaccessible to the 

primary customers). In addition,  vacation strategy deliberated by Servi and Finn [18], a new vacation tactic known 

as Working Vacation was developed (𝑊𝑉). During a time period of 𝑊𝑉, the server offers customers a lower rate of 

service than during the Usual Busy(𝑈𝐵) period. Moreover, suppose there is a customer in the service zone when 

completion of the Working Vacation(𝑊𝑉) period, the server can end the vacation and access to its 𝑈𝐵 period while 

servicing, known as vacation interruption. Wu and Takagi [20] investigated 𝑀/𝐺/1/𝑀𝑊𝑉. For the recent development 

on 𝑀/𝐺/1 retrial queue with vacation policy, one could see: the retrial queue with vacation was established in [10], 

the 𝑀/𝐺/1 retrial queue with 𝑀𝑊𝑉 was investigated in [15], 𝑀/𝐺/1 retrial queue with single working vacation in 

[16]. Moreover, [5] provide a complete investigation of 𝑊𝑉 period.Here we present, characterisation of the model, 

steady state probabilities, some special cases and then conclusion. 

 

 

MODEL DESCRIPTION 

In this article we investigate on an 𝑀/𝐺/1 retrial queue, retrial time follows general with 𝑊𝑉 period. We examine a 

retrial queue with single server and  customers of two types: one is transit (also known as usual) customers and 

another on is specific number of T(>1) recurrent (commonly known as permanent) customers. Recurrent customers 

usually back to the retrial group(orbit) once service is completed and whereas transit customers depart the system 

permanently. In accordance with the Poisson process the transit customers arrive with rate 𝜆. When server is on off 

work and the transit customer finds it then he occupy it and leaves after completion of his service; otherwise, he 

enters the orbit by FCFS discipline. Suppose that at the head of the orbit only the transit customer has access to the 

server. For any transit customer, the successive inter-retrial times we have an arbitrary probability distribution 

function 𝑅 𝜁 , in which its corresponding probability density function(pdf) 𝑟(𝜁) and Laplace-Stieldjes 

Transform(LST) 𝑅∗(𝑠) in 𝑊𝑉 period. Also in 𝑈𝐵, following 𝑆(𝜁), 𝑠(𝜁) and 𝑆∗(𝑠) are distribution function, pdf and 

LST on inter-retrial times of any transit customer respectively. When the orbit remain only 𝑇(> 0) recurrent 

customers when the service is finished, the server takes a vacation, and the duration of the vacation period is 

exponentially distributed with rate 𝜂: If there are customers in the system at the end of a vacation, the server will 

begin a fresh hectic(busy) period. Otherwise, he waits for a customer. Such a vacation policy is called a single 

working vacation. When server ready to switchover time to the 𝑊𝑉, server waits for some arbitrary time period 

which follows an exponential distribution with rate 𝛼. In 𝑊𝑉 period the service times of the transit customers are 

𝑖. 𝑖.𝑑 with a probability distribution function 𝐻𝑣1
(𝜁), a pdf 𝑣1

(𝜁), a LST 𝐻𝑣1

∗ (𝑠). Similarly, in 𝑈𝐵 period we have 

𝐻𝑢1
(𝜁), 𝑢1

(𝜁) and 𝐻𝑢1

∗ (𝑠). The system has set number of 𝑇 recurrent customers. After have been served, he straight 

away go back to the orbit according to FCFS discipline. We infer that at the head of the orbit the recurrent customer 

only approach to the server. Subsequent interretrial times of recurrent customers is exponentially distributed with 

parameter 𝛾 having a finite mean1/𝛾. This is also for 𝑊𝑉 period. In 𝑊𝑉 period the service times of the specific 
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number 𝑇 of recurrent customers are 𝑖. 𝑖.𝑑 with a probability distribution function 𝐻𝑣2
(𝜁), a pdf 𝑣2

(𝜁), a LST 𝐻𝑣2

∗ (𝑠). 

Similarly, in 𝑈𝐵 period we have 𝐻𝑢2
(𝜁), 𝑢2

(𝜁) and 𝐻𝑢2

∗  𝑠 . We assume that interarrival times, retrial times, working 

vacation times and service times are mutually independent. It is evident from this description that the formation of 

our retrial queue can be understood as, an oscillating between the periods of an idle and busy period along with 𝑊𝑉 

period of the server. The customer who has to be served next is decided by a vying between two exponentially 

distributed rates(𝜆and 𝛾) and general retrial time of transit customers(i.e., foremost customer in the orbit if any 

transit customer or if any recurrent customer or if any fresh arrival rivalry for service). Which are the primary 

distinction between waiting queue(classic) in the absence of retrials. The prime objective of our paper is to providing 

influence of the 𝑊𝑉 period on class of customers(recurrent and transit customers) with switchover time to the 

working vacation. 

 

MODEL ANALYSIS 

Following Subsequent random variables are used in this model. 

𝑂 𝜏   - Size of the orbit at time ‚𝜏.‛ 

𝑅0 𝜏   - The remaining retrial time of transit customer in 𝑊𝑉 period at the head of  

the orbit at 𝜏. 

𝐻𝑣1
0  𝜏 ,𝐻𝑣2

0  𝜏          -The remaining service time of transit and recurrent customers in 𝑊𝑉 period  

at time 𝜏. 

𝑆0(𝜏)                  - The remaining retrial time of transit customer in 𝑈𝐵 period at time 𝜏. 

𝐻𝑢1
0  𝜏 ,𝐻𝑢2

0  𝜏          - The remaining service time of transit and recurrent customers in 𝑈𝐵 period  

at time 𝜏. 

𝜙 𝜏 =

 
 
 

 
 

0   𝑖𝑓   𝑡𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑖𝑠 𝑛𝑜𝑡 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑖𝑛 𝑊𝑉 𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝜏                                        
1   𝑖𝑓   𝑡𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑖𝑠 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑡𝑟𝑎𝑛𝑠𝑖𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖𝑛 𝑊𝑉 𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝜏      
2   𝑖𝑓   𝑡𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑖𝑠 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑟𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖𝑛 𝑊𝑉 𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝜏
3   𝑖𝑓   𝑡𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑖𝑠 𝑛𝑜𝑡 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑖𝑛 𝑈𝐵 𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝜏                                         
4   𝑖𝑓   𝑡𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑖𝑠 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑡𝑟𝑎𝑛𝑠𝑖𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖𝑛 𝑈𝐵 𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝜏       
5   𝑖𝑓   𝑡𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑖𝑠 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑟𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖𝑛 𝑈𝐵 𝑝𝑒𝑟𝑖𝑜𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝜏.

  

where, 𝜙(𝜏) denotes states of the server at ‚𝜏.‛ 

Now, the supplementary variables 𝐻𝑣1
0  𝜏 ,𝐻𝑣2

0  𝜏 ,𝐻𝑢1
0  𝜏 ,𝐻𝑢2

0  𝜏 ,𝑅0 𝜏 and 𝑆0 𝜏  are introduced to generate bivariate 

Markov Process   𝜙 𝜏 ,𝑂 𝜏  ;𝜏 ≥ 0 . 

Wher𝑆 𝜏 = 𝑅0 𝜏  𝑖𝑓 𝜙 𝜏 = 0;   𝐻𝑣1
0  𝜏  𝑖𝑓 𝜙 𝜏 = 1;  𝐻𝑣2

0  𝜏  𝑖𝑓 𝜙 𝜏 = 2;  
𝑆0 𝜏  𝑖𝑓 𝜙 𝜏 = 3;  𝐻𝑢1

0  𝜏  𝑖𝑓 𝜙 𝜏 = 4;  𝐻𝑢1
0  𝜏  𝑖𝑓 𝜙 𝜏 = 5. 

Following are the limiting probabilities 
𝑉0,𝑇 = lim

𝜏→  ∞
Pr 𝑂 𝜏 = 𝑇,𝜙 𝜏 = 0  

𝑉0,𝑚 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑚,𝜙 𝜏 = 0, 𝜁 < 𝑅0 𝜏 ≤ 𝜁 + 𝑑𝜁 ; 𝜏 ≥ 0, 𝜁 ≥ 0,𝑚 ≥ 𝑇 + 1 

𝑉1,𝑚 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑚,𝜙 𝜏 = 1,𝜁 < 𝐻𝑣1
0  𝜏 ≤ 𝜁 + 𝑑𝜁 ; 𝜏 ≥ 0,𝜁 ≥ 0,𝑚 ≥ 𝑇 

𝑉2,𝑚 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑚,𝜙 𝜏 = 2, 𝜁 < 𝐻𝑣2
0  𝜏 ≤ 𝜁 + 𝑑𝜁 ; 𝜏 ≥ 0, 𝜁 ≥ 0,𝑚 ≥ 𝑇 + 1 

𝑈0,𝑇 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑇,𝜙 𝜏 = 3  

𝑈0,𝑚 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑚,𝜙 𝜏 = 3, 𝜁 < 𝑆0 𝜏 ≤ 𝜁 + 𝑑𝜁 ; 𝜏 ≥ 0, 𝜁 ≥ 0,𝑚 ≥ 𝑇 + 1 

𝑈1,𝑚 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑚,𝜙 𝜏 = 4,𝜁 < 𝐻𝑢1
0  𝜏 ≤ 𝜁 + 𝑑𝜁 ; 𝜏 ≥ 0, 𝜁 ≥ 0,𝑚 ≥ 𝑇 

𝑈2,𝑚 = lim
𝜏→  ∞

Pr 𝑂 𝜏 = 𝑚,𝜙 𝜏 = 5, 𝜁 < 𝐻𝑣1
0  𝜏 ≤ 𝜁 + 𝑑𝜁 ; 𝜏 ≥ 0,𝜁 ≥ 0,𝑚 ≥ 𝑇 + 1 

For 𝑖 = 0, 1, 2 we define following LST and PGF of 𝑊𝑉 period and 𝑈𝐵 period, 

𝑉𝑖,𝑚
∗  𝜃 =  𝑒−𝜃𝜁𝑉𝑖,𝑚 𝜁   𝑑𝜁,

∞

0

𝑈𝑖,𝑚
∗  𝜃 =  𝑒−𝜃𝜁𝑈𝑖,𝑚 𝜁   𝑑𝜁,

∞

0

 

  𝑉𝑖,𝑚
∗  0 =  𝑉𝑖,𝑚 𝜁   𝑑𝜁,

∞

0

𝑈𝑖,𝑚
∗  𝜃 =  𝑈𝑖,𝑚 𝜁   𝑑𝜁

∞

0

, 

𝑉𝑖
∗ ℓ,𝜃 =  𝑉𝑖,𝑚

∗  𝜃 ℓ𝑚 ,

∞

𝑚=𝑇+1

𝑈𝑖
∗ ℓ,𝜃 =  𝑈𝑖,𝑚

∗  𝜃 ℓ𝑚 ,

∞

𝑚=𝑇+1

 

𝑉𝑖
∗ ℓ, 0 =  𝑉𝑖,𝑚

∗  0 ℓ𝑚 ,∞
𝑚=𝑇+1 𝑈𝑖

∗ ℓ,𝜃 =  𝑈𝑖,𝑚
∗  0 ℓ𝑚 ,∞

𝑚=𝑇+1  
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𝑉𝑖 ℓ, 0 =  𝑉𝑖,𝑚 0 ℓ
𝑚 ,∞

𝑚=𝑇+1 𝑈𝑖 ℓ, 0 =  𝑈𝑖,𝑚 0 ℓ
𝑚 .∞

𝑚=𝑇+1  

For 𝑖 = 1, 2 LST of service times in 𝑊𝑉 period and 𝑈𝐵 period are, 

𝐻𝑣𝑖
∗  𝜃 =  𝑒−𝜃𝜁 𝑠𝑣𝑖 𝜁   𝑑𝜁,

∞

0

𝐻𝑢𝑖
∗  𝜃 =  𝑒−𝜃𝜁 𝑠𝑢𝑖  𝜁   𝑑𝜁

∞

0

 

LST of retrial time of transit customers in 𝑊𝑉 period and 𝑈𝐵 period are, 

𝑅∗ 𝜃 =  𝑒−𝜃𝜁  𝑟 𝜁   𝑑𝜁,
∞

0

𝑆∗ 𝜃 =  𝑒−𝜃𝜁  𝑠 𝜁   𝑑𝜁
∞

0

 

Then the system of steady state equations are illustrated by the following differential difference equations: 

 

𝜎 𝑉0,𝑇 = 𝛼𝑈0,𝑇 + 𝑉1,𝑇 0 + 𝑉2,𝑇−1 0                                                                                                                                   (1) 

−
𝑑

𝑑𝜁
𝑉0,𝑚 𝜁 = −𝜎𝑉0,𝑚 𝜁 + 𝑉1,𝑚 0 𝑟 𝜁 + 𝑉2,𝑚−1 0 𝑟 𝜁 ,𝑚 ≥ 𝑇 + 1                                                                          (2) 

−
𝑑

𝑑𝜁
𝑉1,𝑇 𝜁 = − 𝜆 + 𝜂 𝑉1,𝑇 𝜁 + 𝑉0,𝑇+1 0 𝑣1 𝜁 + 𝜆𝑉0,𝑇𝑣1 𝜁                                                                                                 (3) 

−
𝑑

𝑑𝜁
𝑉1,𝑚 𝜁 = − 𝜆 + 𝜂 𝑉1,𝑚 𝜁 + 𝑉0,𝑚+1 0 𝑣1 𝜁 + 𝜆𝑉1,𝑚−1 𝜁 + 𝜆𝑣1 𝜁  𝑉0,𝑚 𝜁 

∞

0
𝑑𝜁,𝑚 ≥ 𝑇 + 1                      (4) 

−
𝑑

𝑑𝜁
𝑉2,𝑇−1 𝜁 = − 𝜆 + 𝜂 𝑉2,𝑇−1 𝜁 + 𝛾𝑉0,𝑇𝑣2 𝜁                                                                                                             (5) 

−
𝑑

𝑑𝜁
𝑉2,𝑚 𝜁 = − 𝜆 + 𝜂 𝑉2,𝑚 𝜁 + 𝜆𝑉2,𝑚−1 𝜁 + 𝛾𝑣2 𝜁  𝑉0,𝑚+1 𝜁 

∞

0
𝑑𝜁,𝑚 ≥ 𝑇                                                                 (6) 

 𝜆 + 𝛾 + 𝛼 𝑈0,𝑇 = 𝜂𝑉0,𝑇 + 𝑈1,𝑇 0 +𝑈2,𝑇−1 0                                                                                                                    (7) 

−
𝑑

𝑑𝜁
𝑈0,𝑚 𝜁 = − 𝜆 + 𝛾 𝑈0,𝑚 𝜁 +𝑈1,𝑚 0 𝑠 𝜁 + 𝜆𝑈2,𝑚−1 𝜁 𝑠 𝜁 + 𝜂 𝑠 𝜁  𝑈0,𝑚 𝜁 

∞

0
𝑑𝜁,𝑚 ≥ 𝑇 + 1                         (8) 

−
𝑑

𝑑𝜁
𝑈1,𝑇 𝜁 − 𝜆𝑈1,𝑇 𝜁 +𝑈0,𝑇+1 0 𝑢1 𝜁 + 𝜆𝑈0,𝑇 𝜁 𝑢1 𝜁 𝜆𝑢1 𝜁  𝑈1,𝑇 𝜁 

∞

0
𝑑𝜁                                                                (9) 

−
𝑑

𝑑𝜁
𝑈1,𝑚 𝜁 = −𝜆𝑈1,𝑚 𝜁 +𝑈0,𝑚+1 0 𝑢1 𝜁 + 𝜆𝑈1,𝑚−1 𝜁 + 𝜆𝑢1 𝜁  𝑈0,𝑚 𝜁 

∞

0

𝑑𝜁 + 

𝜂𝑢1 𝜁  𝑉1,𝑚 𝜁 
∞

0
𝑑𝜁,𝑚 ≥ 𝑇 + 1                                                                                                                                                             (10) 

−
𝑑

𝑑𝜁
𝑈2,𝑇−1 𝜁 = −𝜆𝑈2,𝑇−1 𝜁 + 𝛾𝑈0,𝑇 𝜁 𝑢2 𝜁 + 𝜂𝑢2 𝜁  𝑉2,𝑇−1 𝜁 

∞

0
𝑑𝜁                                                                     (11) 

−
𝑑

𝑑𝜁
𝑈2,𝑚 𝜁 = −𝜆𝑈2,𝑚 𝜁 + 𝜆𝑈2,𝑚−1 0 + +𝛾𝑢2 𝜁  𝑈0,𝑚+1 𝜁 

∞

0

𝑑𝜁 

 +𝜂𝑢2 𝜁  𝑉2,𝑚 𝜁 
∞

0
𝑑𝜁,𝑚 ≥ 𝑇                                                                                                        (12) 

 

Taking the LST from (2) to (6) and from (8) to (12) on both sides, we have following results 

𝜃𝑉0,𝑚
∗  𝜃 − 𝑉0,𝑚 0 = 𝜎𝑉0,𝑚

∗  𝜃 − 𝑉1,𝑚 0 𝑅
∗ 𝜃 − 𝑉2,𝑚−1 0 𝑅

∗ 𝜃 𝑚 ≥ 𝑇 + 1       (13) 

𝜃𝑉1,𝑇
∗  𝜃 − 𝑉1,𝑇 0 = (𝜆 + 𝜂)𝑉1,𝑇

∗  𝜃 − 𝑉0,𝑇+1 0 𝐻𝑣1
∗  𝜃 − 𝜆𝑉0,𝑇 0 𝐻𝑣1

∗  𝜃       (14) 

 

𝜃𝑉1,𝑚
∗  𝜃 − 𝑉1,𝑚 0 =  𝜆 + 𝜂 𝑉1,𝑚

∗  𝜃 − 𝜆𝑉1,𝑚−1
∗  𝜃 − 𝑉0,𝑚+1 0 𝐻𝑣1

∗  𝜃  

−𝜆𝑉0,𝑚
∗ (0)𝐻𝑣1

∗  𝜃 ,          𝑚 ≥ 𝑇 + 1         (15) 

𝜃𝑉2,𝑇−1
∗  𝜃 − 𝑉2,𝑇−1 0 =  𝜆 + 𝜂 𝑉2,𝑇−1

∗  𝜃 − 𝛾𝑉0,𝑇𝐻𝑣2
∗  𝜃                        (16) 

𝜃𝑉2,𝑚
∗  𝜃 − 𝑉2,𝑚 0 =  𝜆 + 𝜂 𝑉2,𝑚

∗  𝜃 − 𝜆𝑉2,𝑚−1
∗  𝜃 − 𝛾𝑉0,𝑚+1

∗  0 𝐻𝑣2
∗  𝜃 ,𝑚 ≥ 𝑇                   (17) 

𝜃𝑈0,𝑚
∗  𝜃 − 𝑉0,𝑚 0 =  𝜆 + 𝛾 𝑈0,𝑚

∗  𝜃 − 𝑉1,𝑚 0 𝑆
∗ 𝜃 − 𝑉2,𝑚−1 0 𝑆

∗ 𝜃  

−𝜂𝑉0,𝑚
∗  0 𝑆∗ 𝜃 ,𝑚 ≥ 𝑇 + 1             (18) 

𝜃𝑈1,𝑇
∗  𝜃 − 𝑈1,𝑇 0 = 𝜆𝑈1,𝑇

∗  𝜃 − 𝑈0,𝑇+1 0 𝐻𝑢1
∗  𝜃 − 𝜂𝑉1,𝑇

∗  0 𝐻𝑢1
∗  𝜃  

−𝜆𝑈0,𝑇𝐻𝑢1
∗  𝜃              (19) 

𝜃𝑈1,𝑚
∗  𝜃 − 𝑈1,𝑚 0 = 𝜆𝑈1,𝑚

∗  𝜃 − 𝜆𝑈1,𝑚−1
∗  𝜃 − 𝑈0,𝑚+1 0 𝐻𝑢1

∗  𝜃 − 𝜂𝑉1,𝑚
∗  𝜃 𝐻𝑢1

∗  𝜃  

−𝜆𝑈0,𝑚
∗ (0)𝐻𝑢1

∗  𝜃 ,           𝑚 ≥ 𝑇 + 1                  (20) 

𝜃𝑈2,𝑇−1
∗  𝜃 − 𝑈2,𝑇−1 0 = 𝜆𝑈2,𝑇−1

∗  𝜃 − 𝛾𝑈0,𝑇
∗  0 𝐻𝑢2

∗  𝜃 − 𝜂𝑉2,𝑇−1
∗  0 𝐻𝑢2

∗  𝜃         (21) 

𝜃𝑈2,𝑚
∗  𝜃 − 𝑈2,𝑚 0 = 𝜆𝑈2,𝑚

∗  𝜃 − 𝜆𝑈2,𝑚−1
∗  𝜃 − 𝛾𝑈0,𝑚+1

∗  0 𝐻𝑢2
∗  𝜃 − 𝜂𝑉2,𝑚

∗  0 𝐻𝑢1
∗  𝜃 , 

𝑚 ≥ 𝑇                     (22) 
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In (13) take a summation over 𝑚 from 𝑇 + 1 to ∞ then multiply with ℓ𝑚  and result, 

 𝜃 − 𝜎 𝑉0
∗ ℓ,𝜃 = 𝑉0 ℓ,𝜃 − 𝑅∗(𝜃)[ ℓ𝑉1 ℓ, 0 + ℓ𝑉2 ℓ, 0 −  𝑉1,𝑇 0 + 𝑉2,𝑇−1 0  ℓ

𝑇]     (23) 

In (15) take a summation over 𝑚 from 𝑇 + 1 to ∞ then multiply with ℓ𝑚  and combine this result with (14), 

 𝜃 −  𝜆ℓ + 𝜂  𝑉1
∗ ℓ,𝜃 = 𝑉1 ℓ, 0 − 𝐻𝑣1

∗ (𝜃)[
𝑉0 ℓ,0 

ℓ
+ 𝜆𝑉0

∗ ℓ, 0 + 𝜆𝑉0,𝑇ℓ𝑇]         (24) 

In (17) take a summation over 𝑚 from 𝑇 to ∞ then multiply with ℓ𝑚  and combine this result with (16), 

 𝜃 −  𝜆ℓ + 𝜂  𝑉2
∗ ℓ,𝜃 = 𝑉2 ℓ, 0 −

𝛾𝐻𝑣2
∗  𝜃 

ℓ
[𝑉0

∗ ℓ, 0 + 𝑉0,𝑇ℓ𝑇]           (25) 

Placing 𝜃 = 𝜎 in (23), result 

𝑉0 ℓ,𝜃 = 𝑅∗ 𝜎 [𝑉1 ℓ, 0 + ℓ𝑉2 ℓ, 0 − ℓ𝑇[𝑉1,𝑇 0 + 𝑉2,𝑇−1(0)]]            (26) 

Placing 𝜃 = 0 in (23) and sub., (26) in (23), results 

𝑉0
∗ ℓ, 0 =

1

𝜎
 1 − 𝑅∗ 𝜎  [𝑉1 ℓ, 0 + ℓ𝑉2 ℓ, 0 − ℓ𝑇[𝑉1,𝑇 0 + 𝑉2,𝑇−1(0)]]       (27) 

Placing 𝜃 = 𝜆ℓ + 𝜂 in (24), result 

𝑉1 ℓ, 0 = 𝐻𝑣1
∗  𝜆ℓ + 𝜂 [

𝑉0 ℓ,0 

ℓ
+ 𝜆𝑉0

∗ ℓ, 0 + 𝜆𝑉0,𝑇ℓ𝑇]       (28) 

Placing 𝜃 = 0 in (24), and sub., (28) in (24), result 

𝑉1
∗ ℓ, 0 =

1−𝐻𝑣1
∗  𝜆ℓ+𝜂 

𝜆ℓ+𝜂
[
𝑉0 ℓ,0 

ℓ
+ 𝜆𝑉0

∗ ℓ, 0 + 𝜆𝑉0,𝑇ℓ𝑇]                                                      (29) 

Placing 𝜃 = 𝜆ℓ + 𝜂 in (25), results 

𝑉2 ℓ, 0 =
𝛾𝐻𝑣2

∗  𝜆ℓ+𝜂 

ℓ
[𝑉0

∗ ℓ, 0 + 𝑉0,𝑇ℓ𝑇]                                                   (30) 

Placing 𝜃 = 0 in (25) and sub., (30) in (25), results 

𝑉2
∗ ℓ, 0 =

𝛾[1−𝐻𝑣2
∗  𝜆ℓ+𝜂 ]

ℓ(𝜆ℓ+𝜂)
[𝑉0

∗ ℓ, 0 + 𝑉0,𝑇ℓ𝑇]                                             (31) 

where, 𝜎 = 𝜆 + 𝛾 + 𝜂 𝑎𝑛𝑑 𝜆ℓ = 𝜆 − 𝜆ℓ. 

Sub., (27) and (30) in (26), results 

𝑉2 ℓ, 0 =
ℓ
𝑇
𝜎𝑅∗ 𝜎   𝜆𝐻𝑣1

∗  𝜆ℓ+𝜂 +𝛾𝐻𝑣2
∗  𝜆ℓ+𝜂  𝑉0,𝑇− 𝑉1,𝑇 0 +𝑉2,𝑇−1 0   

ℓ𝜎−𝐻𝑣1
∗  𝜆ℓ+𝜂  𝜆ℓ+ 𝜆−𝜆ℓ+𝛾+𝜂 𝑅∗ 𝜎  −𝛾ℓ 1−𝑅∗ 𝜎  𝐻𝑣2

∗  𝜆ℓ+𝜂 
                                      (32) 

Let, 𝑓 ℓ = ℓ𝜎 −𝐻𝑣1
∗  𝜆ℓ + 𝜂  𝜆ℓ +  𝜆 − 𝜆ℓ + 𝛾 + 𝜂 𝑅∗ 𝜎  − 𝛾ℓ 1− 𝑅∗ 𝜎  𝐻𝑣2

∗  𝜆ℓ + 𝜂  

For ℓ = 0 and ℓ = 1 we obtain 𝑓 0 < 0 and 𝑓 1 > 0 ⇒  ∃ a real root ℓ1 ∈ (0,1) such that 𝑓 ℓ1 = 0. 

At ℓ = ℓ1in (32) is converted into 

 𝑉1,𝑇 0 + 𝑉2,𝑇−1 0  =  𝜆𝐻𝑣1
∗  𝜆 − 𝜆ℓ1 + 𝜂 + 𝛾𝐻𝑣2

∗  𝜆 − 𝜆ℓ1 + 𝜂  𝑉0,𝑇 = 𝜒ℓ1
𝑉0,𝑇                  (33) 

Displace using (33) in (32), 

𝑉0 ℓ, 0 =
ℓ
𝑇+1

𝜎𝑅∗ 𝜎 𝑉0,𝑇

𝑍1 ℓ 
[ 𝜆𝐻𝑣1

∗  𝜆ℓ + 𝜂 + 𝛾𝐻𝑣2
∗  𝜆ℓ + 𝜂  − 𝜒ℓ1

]              (34) 

By solving (26) to (31) we get followings results for 𝑊𝑉 period, 

 

𝑉1 ℓ, 0 =
ℓ
𝑇
𝑉0,𝑇𝐻𝑣1

∗  𝜆ℓ+𝜂 

𝑍1 ℓ 
[𝜎 𝜆ℓ + 𝛾𝐻𝑣2

∗  𝜆ℓ + 𝜂 𝑅∗ 𝜎  − [𝜆ℓ + (𝜆ℓ + 𝛾 + 𝜂)𝑅∗ 𝜎 ]𝜒ℓ1
]    (35) 

𝑉2 ℓ, 0 =
𝛾ℓ

𝑇−1
𝑉0,𝑇𝐻𝑣2

∗  𝜆ℓ+𝜂 

𝑍1 ℓ 
[𝜎 ℓ − 𝐻𝑣1

∗  𝜆ℓ + 𝜂 𝑅∗ 𝜎  − ℓ[1− 𝑅∗ 𝜎 ]𝜒ℓ1
]                       (36) 

𝑉0
∗ ℓ, 0 =

ℓ
𝑇+1

[1−𝑅∗ 𝜎 ]𝑉0,𝑇

𝑍1 ℓ 
[ 𝜆𝐻𝑣1

∗  𝜆ℓ + 𝜂 + 𝛾𝐻𝑣2
∗  𝜆ℓ + 𝜂  − 𝜒ℓ1

]             (37) 

=
𝑉0 ℓ ℓ

𝑇

𝑍𝑣 ℓ 
𝑉0,𝑇 

𝑉1
∗ ℓ, 0 =

ℓ𝑇𝑉0,𝑇[1− 𝐻𝑣1
∗  𝜆ℓ + 𝜂 ]

(𝜆ℓ + 𝜂)𝑍1 ℓ 
[𝜎 𝜆ℓ + 𝛾𝐻𝑣2

∗  𝜆ℓ + 𝜂 𝑅∗ 𝜎  −  𝜆ℓ +  𝜆ℓ + 𝛾 + 𝜂 𝑅∗ 𝜎  𝜒ℓ1
] 

(38) 

=
𝑉1 ℓ ℓ

𝑇

𝑍𝑣 ℓ 
𝑉0,𝑇 
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𝑉2
∗ ℓ, 0 =

𝛾ℓ
𝑇−1

𝑉0,𝑇[1−𝐻𝑣2
∗  𝜆ℓ+𝜂 ]

(𝜆ℓ+𝜂)𝑍1 ℓ 
[𝜎 ℓ −𝐻𝑣1

∗  𝜆ℓ + 𝜂 𝑅∗ 𝜎  − ℓ[1 −𝑅∗ 𝜎 ]𝜒ℓ1
]                           

(39) 

=
𝑉0 ℓ ℓ

𝑇

𝑍𝑣 ℓ 
𝑉0,𝑇 

where, 
𝑍1 ℓ = ℓ𝜎 −𝐻𝑣1

∗  𝜆ℓ + 𝜂  𝜆ℓ +  𝜆 − 𝜆ℓ + 𝛾 + 𝜂 𝑅∗ 𝜎  − 𝛾ℓ 1− 𝑅∗ 𝜎  𝐻𝑣2
∗  𝜆ℓ + 𝜂  

and 𝑍𝑣 ℓ = (𝜆ℓ + 𝜂)𝑍1 ℓ  

In (18) take a summation over 𝑚 from 𝑇 + 1 to ∞ then multiply with ℓ𝑚  and result, 
 𝜃 −  𝜆 + 𝛾  𝑈0

∗ ℓ,𝜃 = 𝑈0 ℓ, 0 − 𝑆∗ 𝜃 [𝜂𝑉0
∗ ℓ,𝜃 +𝑈1 ℓ, 0 + ℓ𝑈2 ℓ, 0  

−ℓ𝑇 𝑉1,𝑇 0 + 𝑉2,𝑇−1 0   ]                           

(40) 

In (20) take a summation over 𝑚 from 𝑇 + 1 to ∞ then multiply with ℓ𝑚  and combine this result with (19), 

 𝜃 − 𝜆ℓ 𝑈1
∗ ℓ,𝜃 = 𝑈1 ℓ, 0 − 𝐻𝑢1

∗ (𝜃)[𝜂𝑉1
∗ ℓ,𝜃 +

𝑉0 ℓ,0 

ℓ
+ 𝜆𝑈0

∗ ℓ, 0 + 𝜆𝑈0,𝑇ℓ𝑇]                  

(41) 

In (22) take a summation over 𝑚 from 𝑇 to ∞ then multiply with ℓ𝑚  and combine this result with (21), 

 𝜃 − 𝜆ℓ 𝑈2
∗ ℓ,𝜃 = 𝑈2 ℓ, 0 − 𝐻𝑣2

∗  𝜃 [𝜂𝑉2
∗ ℓ, 0 +

𝛾

ℓ
𝑉0
∗ ℓ, 0 + 𝛾𝑈0,𝑇ℓ𝑇−1]                                                                                

(42) 

Placing 𝜃 = 𝜆 + 𝛾 in (37), result 

𝑈0 ℓ,𝜃 = 𝑆∗ 𝜆 + 𝛾  [𝜂𝑉0
∗ ℓ, 0 + 𝑉1 ℓ, 0 + ℓ𝑉2 ℓ, 0 − ℓ𝑇[𝑈1,𝑇 0 + 𝑈2,𝑇−1(0)]]             

(43) 

Placing 𝜃 = 0 in (37) and sub., (40) in (37), results 

𝑈0
∗ ℓ, 0 =

1−𝑆∗ 𝜆+𝛾 

𝜆+𝛾
[𝜂𝑉0

∗ ℓ, 0 + 𝑉1 ℓ, 0 + ℓ𝑉2 ℓ, 0 − ℓ𝑇[𝑈1,𝑇 0 +𝑈2,𝑇−1(0)]]                                                                     

(44) 

Placing 𝜃 = 𝜆ℓ in (38), result 

𝑈1 ℓ, 0 = 𝐻𝑢1
∗  𝜆ℓ [𝜂𝑉1

∗ ℓ, 0 +
𝑈0 ℓ,0 

ℓ
+ 𝜆𝑈0

∗ ℓ, 0 + 𝜆𝑈0,𝑇ℓ𝑇](45) 

Placing 𝜃 = 0 in (38) and sub., (42) in (38), results 

𝑈1
∗ ℓ, 0 =

1−𝐻𝑢1
∗  𝜆ℓ 

𝜆ℓ
[𝜂𝑉1

∗ ℓ, 0 +
𝑈0 ℓ,0 

ℓ
+ 𝜆𝑈0

∗ ℓ, 0 + 𝜆𝑈0,𝑇ℓ𝑇](46) 

Placing 𝜃 = 𝜆ℓ in (39), results 

𝑈2 ℓ, 0 = 𝐻𝑢2
∗  𝜆ℓ [𝜂𝑉2

∗ ℓ, 0 +
𝛾

ℓ
𝑈0
∗ ℓ, 0 + 𝛾𝑈0,𝑇ℓ𝑇−1](47) 

Placing 𝜃 = 0 in (39) and sub., (44) in (39), results 

𝑈2
∗ ℓ, 0 =

1−𝐻𝑣2
∗  𝜆ℓ 

𝜆ℓ
[𝜂𝑉2

∗ ℓ, 0 +
𝛾

ℓ
𝑈0
∗ ℓ, 0 + 𝛾𝑈0,𝑇ℓ𝑇−1](48) 

Solving (43) to (48), we get following results for 𝑈𝐵 period 

𝑈0 ℓ, 0 =
 𝜆+𝛾 ℓ𝑆∗ 𝜆+𝛾 

𝑍2 ℓ 
 𝜂𝑉0

∗ ℓ, 0 +𝐻𝑢1
∗  𝜆ℓ 𝜂𝑉1

∗ ℓ, 0 + 𝐻𝑢2
∗  𝜆ℓ 𝜂ℓ𝑉2

∗ ℓ, 0 +                         𝜆𝐻𝑢1
∗  𝜆ℓ  + 𝛾𝐻𝑢2

∗  𝜆ℓ  𝑈0,𝑇ℓ𝑇 −

𝜆+𝛾𝑈0,𝑇+𝜆+𝛾−𝜒ℓ1𝑉0,𝑇ℓ𝑇(49) 

 

𝑈1 ℓ, 0 =
𝐻𝑢1
∗  𝜆ℓ 

𝑍2 ℓ 
{ 𝜆ℓ +  𝜆ℓ + 𝛾 𝑆∗ 𝜆 + 𝛾   𝜂𝑉0

∗ ℓ, 0 +  ℓ 𝜆+ 𝛾 +                                    𝛾ℓ 1− 𝑆∗ 𝜆+ 𝛾  𝐻𝑢2
∗  𝜆ℓ  𝜂𝑉1

∗ ℓ, 0 +

ℓ𝐻𝑢2
∗  𝜆ℓ  𝜆ℓ  𝜆ℓ +                                    𝛾 𝑆∗ 𝜆+ 𝛾   𝜂𝑉2

∗ ℓ, 0 −   𝜆 + 𝛾 𝑈0,𝑇 +  𝜆 + 𝛾 −                                   𝜒ℓ1
 𝑈0,𝑇 ℓ𝑇 𝜆ℓ +

𝜆ℓ+𝛾𝑆∗𝜆+𝛾+ℓ𝑇𝑈0,𝑇𝜆+𝛾𝜆ℓ+                                  𝛾𝐻𝑢2∗𝜆ℓ𝑆∗𝜆+𝛾}    (50) 

 

𝑈2 ℓ, 0 =
𝐻𝑢2
∗  𝜆ℓ 

𝑍2 ℓ 
 𝛾 1 − 𝑆∗ 𝜆+ 𝛾   𝜂𝑉0

∗ ℓ, 0 + 𝛾 1 − 𝑆∗ 𝜆 + 𝛾  𝐻𝑢1
∗  𝜆ℓ 𝜂𝑉1

∗ ℓ, 0 +                       ℓ 𝜆 + 𝛾 −  𝜆ℓ +

𝜆−𝜆ℓ+𝛾𝑆∗𝜆+𝛾𝐻𝑢1∗𝜆ℓ 𝜂𝑉2∗ℓ,0 −𝛾1−                       𝑆∗𝜆+𝛾𝜆+𝛾𝑈0,𝑇+𝜆+𝛾−𝜒ℓ1𝑉0,𝑇ℓ𝑇+𝛾𝜆+𝛾ℓ𝑇−1𝑈0,𝑇ℓ−𝑆∗𝜆+𝛾𝐻𝑢2∗𝜆ℓ

      (51) 
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𝑈0
∗ ℓ, 0 =

ℓ 1−𝑆∗ 𝜆+𝛾  

𝑍2 ℓ 
  𝜂𝑉0

∗ ℓ, 0 + 𝐻𝑢1
∗  𝜆ℓ 𝜂𝑉1

∗ ℓ, 0 +𝐻𝑢2
∗  𝜆ℓ 𝜂ℓ𝑉2

∗ ℓ, 0 +  𝜆𝐻𝑢1
∗  𝜆ℓ + 𝛾𝐻𝑢2

∗  𝜆ℓ  𝑈0,𝑇ℓ𝑇 −   𝜆 + 𝛾 𝑈0,𝑇 +

 𝜆 + 𝛾 − 𝜒ℓ1
 𝑉0,𝑇 ℓ𝑇  

(52) 

𝑈1
∗ ℓ, 0 =

1−𝐻𝑢1
∗  𝜆ℓ 

𝜆ℓ𝑍2 ℓ 
  𝜆ℓ +  𝜆ℓ + 𝛾 𝑆∗ 𝜆 + 𝛾   𝜂𝑉0

∗ ℓ, 0 +  ℓ 𝜆+ 𝛾 + 𝛾ℓ 1−                      𝑆∗ 𝜆+ 𝛾  𝐻𝑢2
∗  𝜆ℓ  𝜂𝑉1

∗ ℓ, 0 +

ℓ𝐻𝑢2∗𝜆ℓ𝜆ℓ+𝜆ℓ+𝛾𝑆∗𝜆+𝛾 𝜂𝑉2∗ℓ,0−                    𝜆+𝛾𝑈0,𝑇+𝜆+𝛾−𝜒ℓ1𝑈0,𝑇ℓ𝑇𝜆ℓ+𝜆ℓ+𝛾𝑆∗𝜆+𝛾+ℓ𝑇𝑈0,𝑇𝜆+                     
𝛾𝜆ℓ+𝛾𝐻𝑢2∗𝜆ℓ𝑆∗𝜆+𝛾      (53) 

 

𝑈2
∗ ℓ, 0 =

1−𝐻𝑢2
∗  𝜆ℓ 

𝜆ℓ𝑍2 ℓ 
 𝛾 1 − 𝑆∗ 𝜆+ 𝛾   𝜂𝑉0

∗ ℓ, 0 + 𝛾 1 − 𝑆∗ 𝜆+ 𝛾  𝐻𝑢1
∗  𝜆ℓ 𝜂𝑉1

∗ ℓ, 0 +                       ℓ 𝜆+ 𝛾 −  𝜆ℓ +

𝜆−𝜆ℓ+𝛾𝑆∗𝜆+𝛾𝐻𝑢1∗𝜆ℓ 𝜂𝑉2∗ℓ,0−𝛾1−                      𝑆∗𝜆+𝛾𝜆+𝛾𝑈0,𝑇+𝜆+𝛾−𝜒ℓ1𝑉0,𝑇ℓ𝑇+𝛾𝜆+𝛾ℓ𝑇−1𝑈0,𝑇ℓ−                      

𝑆∗𝜆+𝛾𝐻𝑢2∗𝜆ℓ       (54) 

where, 

𝑍2 ℓ =  𝜆 + 𝛾 ℓ− 𝐻𝑢1
∗  𝜆ℓ  𝜆ℓ +  𝜆 − 𝜆ℓ + 𝛾 𝑆∗ 𝜆 + 𝛾  − 𝛾ℓ𝐻𝑢2

∗  𝜆ℓ  1− 𝑆∗ 𝜆 + 𝛾   and take 𝑍𝑢 ℓ = 𝜆ℓ𝑍2 ℓ . 

When server is on 𝑊𝑉 period, we define the PGF for the no., of customers in the orbit as, 

𝑈𝑣 ℓ = 𝑉0
∗ ℓ, 0 + 𝑉1

∗ ℓ, 0 + 𝑉2
∗ ℓ, 0 + 𝑉0,𝑇ℓ𝑇 

where, 𝑉0
∗ ℓ, 0 ,𝑉1

∗ ℓ, 0 ,𝑉2
∗ ℓ, 0  are found in (37) to (39). 

When server is on 𝑈𝐵 period, we define the PGF for the no., of customers in the orbit as, 

𝑈𝑢 ℓ = 𝑈0
∗ ℓ, 0 +𝑈1

∗ ℓ, 0 +𝑈2
∗ ℓ, 0 +𝑈0,𝑇ℓ𝑇 

where, 𝑈0
∗ ℓ, 0 ,𝑈1

∗ ℓ, 0 ,𝑈2
∗ ℓ, 0  are found in (52) to (54). 

Define, PGF for no., of customers in the orbit as, 𝑈 ℓ = 𝑈𝑣 ℓ +𝑈𝑢 ℓ . 

Make use of normalizing condition 𝑈 1 = 1, we get idle probability 𝑉0,𝑇 of 𝑊𝑉 period as, 

𝑉0,𝑇 =  
𝜎−𝜒ℓ1

𝜂
−

1

2𝜆𝑍𝑣 1 𝑍2 1 
 2  

𝜂

𝑍𝑣 1 
 𝑍𝑣 1  𝑄0

′  1 +  𝑇 + 1 𝑄0 1  − 𝑍𝑣
′  1 𝑄0 1  +

𝜂

𝑍𝑣 1 
 𝑍𝑣 1  𝑄1

′  1 + 𝑇𝑄1 1  −

𝑍𝑣
′  1 𝑄1 1  +

𝜂

𝑍𝑣 1 
 𝑍𝑣 1  𝑄2

′  1 +  𝑇 − 1 𝑄2 1  − 𝑍𝑣
′  1 𝑄2 1  − 𝑍𝑣 1 𝑇 𝜆 + 𝛾 − 𝜒ℓ1

   − 1 − 𝑆∗ 𝜆+ 𝛾  +

𝜆𝐻𝑢1
∗′
 𝜆ℓ  𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾  + 𝜆𝛾𝐻𝑢2

∗′
 𝜆ℓ  1− 𝑆∗ 𝜆+ 𝛾   + 𝜂𝑄0 1  −2𝜆 1 − 𝑆∗ 𝜆+ 𝛾  + 2𝜆2𝐻𝑢1

∗′
 𝜆ℓ  1− 𝑆∗ 𝜆+ 𝛾  −

𝜆2𝐻𝑢1
∗′′
 𝜆ℓ  𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾  − 𝜆2𝛾𝐻𝑢2

∗′′
 𝜆ℓ  1− 𝑆∗ 𝜆 + 𝛾   + 𝜂𝑄1 1  −2𝜆 1 − 𝑆∗ 𝜆 + 𝛾  + 2𝜆𝐻𝑢1

∗′
 𝜆ℓ  𝜆 1 − 𝑆∗ 𝜆 + 𝛾  +

 𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾   − 𝜆2𝐻𝑢1
∗′′
 𝜆ℓ  𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾  − 𝜆2𝛾𝐻𝑢2

∗′′
 𝜆ℓ  1− 𝑆∗ 𝜆+ 𝛾   + 𝜂𝑄2 1  −4𝜆 1 − 𝑆∗ 𝜆+ 𝛾  +

2𝜆𝐻𝑢1
∗′
 𝜆ℓ  𝜆 1 − 𝑆∗ 𝜆+ 𝛾  +  𝜆 + 𝛾𝑆∗ 𝜆 + 𝛾   + 2𝜆 𝜆+ 𝛾 𝐻𝑢2

∗′
 𝜆ℓ − 𝜆2𝐻𝑢1

∗′′
 𝜆ℓ  𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾  − 𝜆2𝛾𝐻𝑢2

∗′′
 𝜆ℓ  1−

𝑆∗ 𝜆+ 𝛾   +
2𝑍𝑣 1  𝜆+𝛾 𝑆∗ 𝜆+𝛾  𝜆+𝛾+𝜂−𝜒ℓ1

  1−𝛾𝐻𝑢2
∗′
 𝜆ℓ  

𝛼
−𝑍𝑣 1  𝜆 + 𝛾 − 𝜒ℓ1

  −2𝜆 1 − 𝑆∗ 𝜆+ 𝛾  + 2𝜆2𝐻𝑢1
∗′
 𝜆ℓ  1−

𝑆∗ 𝜆+ 𝛾  − 𝜆2𝐻𝑢1
∗′′
 𝜆ℓ  𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾  − 𝜆2𝛾𝐻𝑢2

∗′′
 𝜆ℓ  1− 𝑆∗ 𝜆 + 𝛾     

−1

                                                                                                                    

(55) 

where, 

𝑍𝑣 1 = 𝜂{𝜎 −𝐻𝑣1
∗  𝜂  𝜆+  𝛾 + 𝜂 𝑅∗ 𝜎  − 𝛾𝐻𝑣2

∗  𝜂 [1−𝑅∗(𝜎)]}     <<<(𝑖) 

𝑍𝑣
′  1 = −𝜆 𝜎 − 𝐻𝑣1

∗  𝜂  𝜆 +  𝛾 + 𝜂 𝑅∗ 𝜎  − 𝛾𝐻𝑣2
∗  𝜂  1−𝑅∗ 𝜎    

+𝜂{𝜎 − 𝜆𝐻𝑣1
∗  𝜂  1 −𝑅∗ 𝜎  − 𝛾𝐻𝑣2

∗  𝜂  1−𝑅∗ 𝜎  + 𝜆𝐻𝑣1
∗′
 𝜂  

×  𝜆 +  𝛾 + 𝜂 𝑅∗ 𝜎  + 𝜆𝛾𝐻𝑣2
∗′
 𝜂 [1 −𝑅∗(𝜎)]}<<<(𝑖𝑖) 

𝑍2
′  1 =  𝜆 + 𝛾 𝑆∗ 𝜆 + 𝛾  1−  

𝜆𝐸 𝐻𝑢1  𝜆 + 𝛾𝑆∗ 𝜆+ 𝛾  

 𝜆+ 𝛾 𝑆∗ 𝜆+ 𝛾 
+
𝜆𝛾𝐸 𝐻𝑢2  1− 𝑆∗ 𝜆 + 𝛾  

 𝜆 + 𝛾 𝑆∗ 𝜆 + 𝛾 
   

=  𝜆+ 𝛾 𝑆∗ 𝜆+ 𝛾  1− 𝜌  
where, 𝜌 is the mean service time and the stability condition in system is obtained from (55). 

𝑉0 1 = 𝜂 1 − 𝑅∗ 𝜎    𝜆𝐻𝑣1
∗  𝜂 + 𝛾𝐻𝑣2

∗  𝜂  − 𝜒ℓ1
      <<<(𝑖𝑖𝑖) 
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𝑉1 1 =  1 −𝐻𝑣1
∗  𝜂   𝜎 𝜆 + 𝛾𝐻𝑣2

∗  𝜂 𝑅∗ 𝜎  −  𝜆 +  𝛾 + 𝜂 𝑅∗ 𝜎  𝜒ℓ1
  

𝑉2 1 = 𝛾 1 −𝐻𝑣2
∗  𝜂   𝜎 1 −𝐻𝑣1

∗  𝜂 𝑅∗ 𝜎  −  1 −𝑅∗ 𝜎  𝜒ℓ1
  

𝑉0
′ 1 = −𝜆 1 −𝑅∗ 𝜎    𝜆𝐻𝑣1

∗  𝜂 + 𝛾𝐻𝑣2
∗  𝜂  − 𝜒ℓ1

+ 𝜂  𝜆𝐻𝑣1
∗′
 𝜂 + 𝛾𝐻𝑣2

∗′
 𝜂    

𝑉1
′ 1 = 𝜆𝐻𝑣1

∗′
 𝜂  𝜎 𝜆 + 𝛾𝐻𝑣2

∗  𝜂 𝑅∗ 𝜎  −  𝜆 +  𝛾 + 𝜂 𝑅∗ 𝜎  𝜒ℓ1
 

+ 𝜆 1 − 𝐻𝑣1
∗  𝜂   𝜎  1 − 𝛾𝑅∗ 𝜎 𝐻𝑣2

∗′
 𝜂  − 𝜒ℓ1

 1− 𝑅∗ 𝜎    

𝑉2
′ 1 = 𝜆𝛾𝐻𝑣2

∗′
 𝜂  𝜎 1 −𝐻𝑣1

∗  𝜂 𝑅∗ 𝜎  − 𝜒ℓ1
 1 −𝑅∗ 𝜎   + 𝛾 1 − 𝐻𝑣2

∗  𝜂   𝜎  1 + 𝜆𝐻𝑣1
∗′
 𝜂 𝑅∗ 𝜎  − 𝜒ℓ1

 1− 𝑅∗ 𝜎    

and also, we can get idle probability 𝑈0,𝑇  of 𝑈𝐵period from (7). 

 

SPECIAL CASES 
1. If there is no vacation i.e., 𝜂 → ∞, the server does not wait after the completion of the service then the present 

model will be remodelled as [12]. 

2. If there is no recurrent customers i.e.,𝑇 = 0and the server does not wait after the completion of the service then 

the present model will be remodelled as [16]. 

3. If there is no vacation and no retrial, i.e., 𝑇 = 0 and lim𝛾→0 also the server does not wait after the completion 

of the service then the present model will be remodelled as [14]. 

 

 

CONCLUSION 
 
In this paper, an 𝑀/𝐺/1 retrial queue with recurrent customers, general retrial times, switchover timeand working 

vacation is evaluated. We obtain the PGF for the number of customers and the mean number of customers in the 

orbit. We worked out the waiting time distributions. We also derive the performance measures. We perform some 

special cases. 
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Sultan Zain-ul-Abidin's reign in Kashmir marked a period of profound cultural development intertwined with 

scientific innovation. It is truly noteworthy that the cultural legacy he established and bequeathed still 

persists to this day. This paper delves into the multifaceted aspects of Zain-ul-Abidin's rule, highlighting 

his pivotal role in shaping the region's cultural landscape while fostering scientific advancements. Under 

his patronage, Kashmir experienced a renaissance in various cultural domains, including art, 

architecture, calligraphy, music, dance, and cuisine. Additionally, Sultan Zain-ul-Abidin's support laid 

the groundwork for scientific inquiry, particularly in the fields of herbal medicine, pharmacology, and 

culinary sciences. This paper explores how Zain-ul-Abidin's inclusive policies and visionary leadership 

contributed to the vibrancy and resilience of Kashmir's cultural heritage, intertwining creativity with 

scientific progress to forge an enduring legacy that continues to shape the region's identity. 

 

Keywords: Zain-ul-Abidin, literature, Kashmiri Wazawan, Culture, Art and architecture, Culinary, 

Development, Healthcare 
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INTRODUCTION   
 

Zain-ul-Abidin ruled Kashmir for fifty years (1420–1470) as the eighth Sultan of the region. Undoubtedly, among all 

the Sultans who ruled Kashmir, Zain-ul-Abidin stood as the supreme figure. A period of nearly fifty years passed 

under his benevolent rule, bringing peace and prosperity to his subjects. Despite the passage of almost five centuries, 

he gained a halo in the public imagination that still surrounds his name. Indeed, his subjects continued to refer to 

him as Budshah (the Great King). The reign of Sultan Zain-ul-Abidin heralded a golden era in Kashmir, marked by 

unparalleled cultural and scientific advancements. His court became a hub for numerous literary luminaries, where 

his generous sponsorship and progressive linguistic policy favored Persian, Sanskrit, and Kashmiri equally. This era 

witnessed a flourishing of original works and translations, with scholars like Pandit Nottasoma, Yodha Bhatta, and 

Avatara Bhatta making significant contributions. In the historical context of Kashmir, the culinary landscape during 

Zain-ul-Abidin’s period stands as a testament to the region's rich cultural fusion. This era marked a significant 

culinary evolution with the introduction of diverse dishes from Persia and Central Asia. The distinctive "Kashmiri 

Wazawan," renowned for its unique taste, emerged during this time, reflecting a culinary amalgamation. The social 

classes, including the ascetics, Ulama, and Sufis, all indulged in varying degrees of gastronomic delight. The staple 

food, rice, played a crucial role, leading to both culinary abundance and occasional famines. Beyond food, the period 

witnessed a parallel development in attire, with Sultan Zain-ul-Abidin's reign contributing to a flourishing sartorial 

culture characterized by intricate designs and vibrant colors. Beyond cultural achievements, Sultan Zain-ul-Abidin's 

reign is notable for advancements in medical science and the treatment of diseases, underscoring his legacy of 

fostering both cultural and scientific ingenuity in Kashmir. 

 

METHODOLOGY 
 

This historical investigation adopted a descriptive approach. Following an extensive examination, information was 

gathered from both primary and secondary sources, encompassing books, scholarly articles, journals, and 

encyclopedias. Examining the noteworthy achievements of Sultan Zain-ul-Abidin throughout his leadership, he 

unveils his pivotal contribution to transforming the Kashmir region into a flourishing and prosperous area. 

 

Objectives of the Study 

o To highlight the Sultan Zain-ul-Abidin’s status as a supreme figure among all the rulers of Kashmir. 

o To examine Zain-ul-Abidin's patronage and humanistic outlook in literature. 

o To examine the architectural contributions of Zain-ul-Abidin in medieval Kashmir. 

o To explore how he supported renowned artists and contributed to the flourishing sartorial culture of the era.  

o To examine the specific cultural developments that took place during Zain-ul-Abidin's reign in Kashmir. 

o To highlight Sultan Zain-ul-Abidin’s impact on Kashmir’s scientific and medical advancements 

 

DISCUSSION AND RESULTS  
 

LITERATURE   

The reign of Zain-ul-Abidin was a golden age for literary activities. Zain-ul-Abidin decorated his court with a huge 

number of literary luminaries and generously sponsored the development of learning. His broad humanistic 

perspective was evident not only in literary endeavors but also across various domains. Zain-ul-Abidin implemented 

an enlightened language policy, equally endorsing Persian, Sanskrit, and Kashmiri. 

 

Persian 

During Sultan Zain ul Abidin's reign, his court attracted a notable influx of Persian scholars from various cultural 

hubs. Among them were the Maulana brothers, Mir Muhammad Rumi and Ahmad Rumi, experts in diverse fields, 

who migrated from Rum to settle in Kashmir. Enjoying the Sultan's patronage, they received considerable favors. 
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Other luminaries, including Qazi Jamal, Maulana Kabir, Sayyid Muhammad Luristani, and Sayyid Muhammad 

Sistani, graced the court with their intellect and eloquence in subtle speech and versification. Qazi Jamal assumed the 

prestigious role of high Qazi in Kashmir, while Maulana Kabir served as the Sultan's tutor and later played a pivotal 

role in overseeing the renowned Nowshahr Institute of Higher Learning. The court's distinguished poets, Maulana 

Fatehi and others, contributed outstanding Persian poetry, serving as poet laureates. Sultan Zain ul Abidin, himself a 

scholar, wrote fine pieces of prose and poetry in Persian. A few verses, preserved in the Persian chronicles, remain 

the only remnants of the diwan compiled by Zain-ul-Abidin under the pen name "Qutb." Notably, the Sultan 

excelled in versification, as evidenced by his two prose works—one on gunpowder and fireworks and another, 

"Shikayat," expressing his distress over his sons' misdeeds. Moreover, the court's literary achievements extended to 

the translation of significant Sanskrit works into Persian, including the Mahabharata, Kalhana's Rajatarangini, 

Vrishatkathasara, Hatakesvara Samhita, and the Puranas, contributing to the high literary development of Persian 

writing during this period [1]. 

 

Sanskrit 

Since ancient times, the cultural history of Kashmir has deeply intertwined with Sanskrit learning, boasting 

renowned centers of education comparable to Nalanda and Takshashila. The region boasted a rich literary tradition 

and was revered as the abode of the Goddess of Learning, Saraswati. However, with the advent of Muslim rule, 

royal patronage for Sanskrit declined, posing a threat to the tradition. During the reign of Sultan Zain-ul-Abidin, a 

pivotal shift occurred as he extended generous patronage to Sanskrit learning, reviving the old tradition that suffered 

during previous regimes. Noteworthy scholars, including Jonaraja, Srivara, Pandit Notthasoma, Avatar Bhatta, 

Yodha Bhatta, and Narahari, flourished under his support. Jonaraja, the Sultan's court poet, played a crucial role in 

the revival, producing significant works such as the Rajatarangini, a historical masterpiece in the classical Sanskrit 

style. Srivara, another luminary under Zain-ul-Abidin's patronage, was a versatile scholar proficient in Hindu 

religion, philosophy, and Persian. He wrote the Jaina-Rajatarangini, a chronicle of kings in the Kavya style, which is 

his notable work. Other scholars like Pandit Notthasoma, Narahari, and Sriva contributed to various fields, including 

medicine, literature, and musicology. Despite Zain-ul-Abidin's reign, Sanskrit continued to serve as an official 

language alongside the gradually rising Persian. The bilingual tradition persisted, with official documents issued in 

both Sanskrit and Persian. Zain-ul-Abidin himself was proficient in both languages, reflecting the cultural synthesis 

that characterized his era. The period under Sultan Zain-ul-Abidin emerged as a renaissance for Sanskrit learning, 

challenging the narrative of a complete decline during Muslim rule in Kashmir [2]. 

 

Kashmiri 

The Kashmiri language and literature experienced a momentous stage of development under Sultan Zain-ul-

Abidin’s patronage. Recognized as a medium of instruction in higher education, Kashmiri became a vehicle for 

translating popular works originally composed in Sanskrit and Persian. This era witnessed the creation of 

noteworthy original works, with prominent figures such as Pandit Nottasoma, Yodha Bhatta, and Avatara Bhatta 

flourishing in the Sultan's court. Nottasoma, a distinguished poet, penned a biography of Zain-ul-Abidin in the form 

of a Kashmiri poem titled Jainaclarita. Yodha Bhatta, also a poet, contributed Jainaprakasa, a historical drama 

portraying the Sultan's rule. Avatara Bhatta, a student of Salhana Acharya, authored Jainavilas, incorporating Zain-

ul-Abidin's teachings. Unfortunately, none of these works survives today, except for Avatara Bhatta's Banasurkatha, 

composed in the twenty-sixth year of the Sultan's reign (1446 A.D.). This masterpiece, revolving around the Puranic 

mythology of Usha and Anirudha's love and the ensuing conflict between Lord Krishna and Banasura, stands as a 

testament to the evolving Kashmiri language during that period. The literary achievements of this period, marked by 

translation, original creation, and linguistic evolution, contribute significantly to the cultural legacy of Sultan Zain-

ul-Abidin's era [3]. 

  

Patronage of Painting 

Sultan Zain-ul-Abidin was a patron of the art of painting, and the leading artist in his court was Mulla Jamil Hafiz. 

Mulla Jamil Hafiz displayed exceptional proficiency in his craft, producing twelve different renditions of a single 

theme. The Sultan, recognizing his artistic brilliance, generously rewarded him. Zain-ul-Abidin, known for his liberal 
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outlook, permitted the depiction of various human and animal figures in paintings, including the popular trend of 

portrait painting. Haji Khan preserved a portrait of the Sultan for solace after his father's demise. The art of painting 

extended to the creation of diverse patterns on cloth, featuring circular designs, platforms, and depictions of both 

men and the goddess Durga. The surviving specimens of paintings from that era are found on the ceilings of the 

Madani mosque and the tiles of Zain-ul-Abidin's tomb. The mosque's ceiling is adorned with small, thin pieces of 

wood arranged in various geometrical forms and painted in different colors, although these colors have faded over 

time. Particularly noteworthy are the painted tiles adorning the walls of Madani's tomb [4]. These are the patterns 

represent various types of flower-combinations, geometrical patterns, and animal figures. The colours generally used 

are red, blue, indigo, yellow, light, and dark green, brown and reddish- brown. One of the tiles, which of donkeys 

and lions[5]. The renowned instance was discovered by Nicholls, an archaeologist from the Archaeological Survey of 

India; however, it no longer exists. The portrayal of the creature's physical attributes closely resembled that of a 

leopard and was skillfully performed. The neck of it changed to resemble a human trunk. A fox observed silently 

amidst the flower and cloud formations. The beast measured approximately four feet in length and assumed a 

distinctly heraldic posture. Nicholls made the survey and found that the chest, shoulders, and head of the human 

were already missing. The creature's tail terminated in a dragon-like visage. The picture had a blue backdrop, a red 

trunk for the man, a yellow body with light green patches for the leopard, reddish-brown heads for the dragon and 

the fox, and flowers of various colors. The representation was truly distinctive and held considerable importance in 

certain aspects. First, it was positively un-Islamic, and its portrayal on the tomb of a distinguished Muslim saint is 

perhaps the only example of its kind in the whole range of Indian-Islamic architecture. Secondly, the cloud forms are 

peculiar to the Chinese and Persian influences on Kashmiri art. These were, however, used later by the Mughals in 

Fatehpur Sikri, Sikandar, and the Red Fort. Thirdly, the use of a dragon also perhaps represents Chinese influence 

[6]. 

 

Art of Calligraphy 

The Arabic writing style can look very beautiful, and this flexibility led to a tradition of using it for art. People didn't 

just use it in books but also in buildings as a form of decoration. Zain-ul-Abidin really liked calligraphy and brought 

skilled writers from Samarqand and Balkh. He even gave them land in the Pargana of Phag for their support. The 

state sent one of the scribes to Mecca to copy a famous Quran commentary called Kashshaf. The state covered his 

travel expenses and provided for his family while he was away. The Zainalank stone slab, the entrance of Madan's 

mosque, and the graves of Zain-ul-Abidin's queen, Makhumah khatun, among others, still preserve some examples 

of this calligraphy [7]. 

 

The Devotion of Zain-ul-Abidin for Architecture 

In the context of architecture, Zain-ul-Abidin is known as the Shah Jahan of Kashmir. He was a great builder. But the 

irony of fate is that only his mother's tomb and the mosque of Madani have survived. All the other structures are in a 

dilapidated condition. He founded a new town of Naushahr, which is today a part of Srinagar, as his capital. He 

embellished it with magnificent houses for his officers, courtiers, and intelligent individuals. But the most impressive 

architecture he built there was a wooden palace with twelve floors, each holding fifty rooms, halls, and corridors. It 

was topped by a golden dome, and its large hallways were covered with glass. Besides Naushahr, significant towns 

and buildings may be found in places like Zinapor, Zainagir, Zainagam, Zainakundal, and Zainkot. He built 

wonderful buildings in all these locations. An expansive palace with a beautiful garden was constructed at Zainagir. 

Zain-ul-Abiden completed the construction of Jamia Masjid in Srinagar, which was initiated by Sikandar. Similarly, 

Ali Shah, like his brother, also constructed a bridge and named it Zaina Kadal after himself[8].  He also built a 

swinging bridge in the town. He built rest houses for himself in important villages and cities where he stayed. When 

he went on his tours and he travelled much over his dominions the people were not subjected to any hardship on 

that account. In addition, inns were built for tourists on the main roadways. Villages were gifted with funds for their 

maintenance, and food was supplied free [9]. Zain-ul-Abidin was undoubtedly the greatest and the most prolific 

builder during the medieval period in Kashmir.  
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Revival of Music and Dance 

Sultan Zain-ul-Abidin reintroduced music after it was banned by Sikandar. Zain-ul-Abidin was a big lover of music 

and other fine arts. He always gave musicians large sums of money. Hearing of the Sultan's generosity and love of 

music, a large number of talented musicians from all over the world came to Kashmir. Khorasan's Mulla Udi was 

one such artist. Another master was Mulla Jamal, a remarkable expert in vocal music [10] Srivara, the writer of the 

'Zaina Rajatarangini,' was also a talented musician who often entertained the king, and the latter would always 

reward him for his fine performances. When the Raja of Gwalior learned of the Sultan's fondness for music, he sent 

him a collection of standard books on Indian music, including the 'Sangitachudamani.' Gwalior, being a hub of 

musical art, later took pride in its connections with Tan Sen. Zain-ul-Abidin largely attributed the elevation of music 

in Kashmir to a pinnacle of excellence. Besides being an aficionado of music himself, he spent his evenings with 

singers and dancers. Under Sultan Zain-ul-Abidin's rule, Kashmir saw a fusion of traditional musical practices into a 

new form, blending the indigenous folk music of Kashmir with influences from Persia, Central Asia, Turkey, and 

India. This resulted in the creation of a new genre known as Kashmiri 'Sufiana Mousiqui,' considered the classical 

music of Kashmir [11] Sikandar's Puritanism had ruined the art of drama and dancing, which the Sultan revived. At 

the invitation of Sultan Zain-ul-Abidin, many male and female actors and dancers came to Kashmir, and the king 

organized special festivals for their performances. Srivara vividly portrays a grand performance held during the 

spring festival, which was graced by the Sultan's presence. These festive events took place in different parts of the 

valley, including Anantnag, Bijbehara, Pampore, Baramulla, and various other locations[12]. 

 

Food and Drinks  

The food and drinks of the period were important and fascinating. The dishes during this period are characterized 

by an extreme variety and richness of taste. The contemporary literature gives a long list of various dishes cooked 

and consumed by the aristocracy [13]. All people, with the exception of a small group of ascetics, namely, the Rishis, 

were very fond of the tastiest dishes. Even the Ulama and Sufls were far more fond of rich dishes than the common 

people. The Ulama were notorious for their gluttony and gigantic appetite for delicious foods, while the kitchens of 

the Sufis represented the index of almost all the rich dishes of the period. The higher classes arranged feasts that 

featured a wide variety of dishes. However, the dishes of the common masses suffered from a lack of taste and 

variety. They took frugal meals in order to maintain their bodies and income in line with their economic position. 

During Sultan Zain-ul-Abidin's rule in Kashmir, there was a noteworthy development in the realm of food and 

drinks. This period witnessed a significant culinary evolution with the introduction of diverse dishes from Persia and 

Central Asia, contributing to the rich and unique Kashmiri Wazawan cuisine. The staple food, rice, played a crucial 

role, leading to both culinary abundance and occasional famines. The distinctive "Kashmiri Wazawan," renowned for 

its special taste, emerged during this time, reflecting a culinary amalgamation. The culinary landscape of Kashmir 

flourished with various varieties of Palavs, including Zarad Palav, Surkh Palav, Siyah Palav, Turush Palav, and 

Shola Palav. The introduction of wheat, maize, and barley as secondary foods added diversity to the diet. The 

continuous use of water nuts by the people living around lakes, especially in the Kamraz district, contributed to the 

unique culinary heritage of the region. Overall, Sultan Zain-ul-Abidin's era left an indelible mark on Kashmir's food 

culture, influencing its tastes and traditions for centuries to come [14]. 

 

Dress and Ornaments 

The traditional attire of Kashmir holds significant historical importance, evolving over time. Before the period of 

Harsha (1089–1101), historical records by Kalhana suggest that people did not have a specific headdress, leaving 

their hair loose. Harsha later introduced the turban and short court influenced by Mohammadans, potentially 

reflecting the attire during the Sultanate's foundation. The arrival of Sufi saints and Muslim theologians from Persia 

and Central Asia brought new clothing styles to Kashmir, including the long robe and round turban, laying the 

groundwork for the Pheran, the contemporary Kashmiri dress. During the rule of Sultan Zain-ul-Abidin in Kashmir, 

there was a notable development in the realm of clothing. Known for his patronage of the arts and culture, Sultan 

Zain-ul-Abidin fostered an environment that encouraged artistic expression, including in the domain of attire. The 

dress of the people of Kashmir during the period was influenced by the climatic conditions, availability of raw 

materials, foreign influences, the influence of the two communities (the Hindus and the Muslims) on each other, 

Sarfaraz Ahmad Rather and Rajeshwari 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

76044 

 

   

 

 

religious considerations, and last but not least, economic considerations.[15]. The culture of Kashmir has had a 

profound impact on foreigners since the time of its early rulers. The geographical features of Kashmir are renowned. 

The Mughals and Sultans contributed to enhancing the jewelry designs of the valley. Sultan Zain-ul-Abidin's royal 

attire and ornaments adorned with various colored threads gained him fame. Earing, nose drops, and bangles were 

used by various women [16]. Elaborate and finely embroidered garments became popular, showcasing intricate 

patterns and vibrant colors. Fabrics such as silk and wool were favored, and skilled artisans excelled in the creation 

of exquisite shawls and robes. The sartorial elegance of this period not only served as a means of personal expression 

but also underscored the cultural richness and prosperity of Kashmir under his rule[17]. 

 

Scientific Renaissance in Kashmir 

During Sultan Zain-ul-Abidin's reign, Kashmir experienced a profound scientific renaissance that left an indelible 

mark on the region's history. The Sultan's patronage of traditional healers like Hakims and Vaids led to significant 

advancements in herbal medicine. Under his support, these healers engaged in systematic collection, identification, 

and utilization of medicinal plants, laying the groundwork for early pharmacological studies. This scientific inquiry 

into herbal remedies not only improved healthcare but also contributed to the understanding of bioactive 

compounds in plants. The establishment of dispensaries providing free medical care further democratized access to 

healthcare, marking an early form of public health system development in Kashmir. Sultan Zain-ul-Abidin's 

visionary approach fostered a cross-cultural exchange of medical practices by inviting Hakims from India and 

Central Asia, enriching the local medical system and reflecting a scientific openness to diverse healing traditions. 

Beyond healthcare, Sultan Zain-ul-Abidin's reign witnessed a flourishing of scientific endeavors across various 

domains. His inclusive policies created an environment where scientific and cultural innovations thrived, leading to 

a renaissance in Kashmir's intellectual landscape. This era saw significant advancements in areas such as literature, 

arts, architecture, and technological innovation [18]. 

 

CONCLUSION 
 

Sultan Zain-ul-Abidin's reign in Kashmir not only brought about a flourishing of cultural arts but also catalyzed 

scientific advancements, thus shaping the region's identity in profound ways. His multifaceted patronage of art, 

architecture, calligraphy, music, dance, and culinary arts left an indelible mark on the region's cultural heritage. His 

passion for the arts transformed Kashmir into a vibrant cultural center, and his support for painting, calligraphy, and 

architectural endeavors created a legacy that continues to influence Kashmiri artistic traditions. The Sultan's 

influence extended to the culinary landscape, introducing diverse dishes from Persia and Central Asia and his 

patronage fostered a holistic renaissance in Kashmir, nurturing advancements in health, culture, and scientific 

inquiry. His contributions have left an enduring legacy that continues to shape the cultural identity of Kashmir, 

making him one of the greatest and most revered rulers in its history. 
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Ahara (Diet) is one of the Trayopasthambha  described in Ayurveda and is crucial for existence, where 

everyone's lives revolve around food. It provides us with the vitality and nutrients we need to live a 

healthy, and active life. Since metabolic problems are caused by persons who skip meals and eat at 

inappropriate times, due to their busy life more common in youngsters. A Study on 100 volunteers taking 

food on time and not taking food on time on the basis of self-developed survey proforma. Out of 100 

volunteers, 73% volunteers having Samagni, 18% volunteers having  Vishamagni , 5% volunteers having 

Mandagni and 4% volunteers having Tikshnagni. Agni plays a pivotal role in maintaining good health of a 

human being. Out of 100 volunteers, Maximum number of volunteers 73% volunteers having Samagni 

and their health status was excellent. 
 

Keywords: Ayurveda, Ahara, Kaal Bhojana, Aarogya, Agni, Dosha 

 

INTRODUCTION 

 

Ahara (Diet) plays an important role in maintaining a good energy level among human beings. The    purpose of 

Ayurveda science is to maintain the health of the healthy and cure disease of diseased. In Ayurveda health is a state 

where Dosha, Agni, Dhatus, waste products, all physiological functions should be in homeostatic state and soul, 
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senses and mind should be in a state of total wellbeing [1]. In this era of modernization, the society is conscious 

enough about ‚what to eat‛? but least about ‚how to eat‛ and ‚when to eat‛? In Ayurvedic text importance of Anna 

(food) and time when to eat is explained. Food is the vital breath of living beings (that is why) the people rush to 

the food. Complexion, cheerfulness, good voice, life, imagination, happiness, contentment, corpulence, strength, 

intellect-all these are dependent on food. The worldly activities done for livelihood, the Vedic ones for attainment of 

heaven and those for emancipation also depend on food [2]. Proper time for meals is always after the digestion of 

previous meals - i.e. 'Kaal Bhojanam', which is most         Important for the health [3]. The man who uses wholesome diet 

and behaviour, moves cautiously, is unattached to sensual pleasures, donates, observes equality, is truthful, 

forbearing and devoted to the persons of authority becomes free from diseases. One who is endowed with excellent 

intellect, speech and action leading to happy consequence submissive mind, clear understanding, knowledge, 

penance and continued effort in yoga, does not fall a victim to diseases [4]. All the classics, including Vedas, have 

mentioned two Kaals for meals, viz. Sanya Kaal  and Pratah Kaal. Sushruta had indicated two Kaals for Samagni, while 

only one for Durbala Agni. Thus, Kaal is a dependent factor on the condition of Agni. It can be evaluated from the 

symptoms         of Jirna Ahara. Proper quality and quantity of food intake in right time may be one of the secrets of good 

health. Time has a major role in digestion, absorption and metabolism. If person fails to take food according to 

physiological rhythm of hunger than such timing will greatly affect the body, resulting in less energy to work and 

letter may lead to various kind of life style disorders especially digestive disorder (Agnimandya). The ideal time for 

taking food is: Take food after passing faeces and urine. The sense organs are clear. The body is feeling light. 

Belching is pure. Heart/chest is clear. Vata is moving downwards (in the normal way).Desire for food. fatigue is 

relieved and abdomen is loose (soft) that is the ideal best time for food [5]. In this present era human is earning 

wealth and not paying attention towards health due to hectic schedule and life style people not taking food on time 

and not following the rule of taking food on time and proper nutrients of food. To make the life Sukhayu and 

Dirghayu. Acharya Charaka mention the importance of kaal Bhojana. Observing many troublesome diseases caused by 

irregular dieting, the wise should eat wholesome, measured and timely food with self-restraint.6 Food taken in right 

quantity at right time (kaal Bhojana) is also important. Acharya charaka has stated that the food taken in right 

quantity certainly provides strength, complexion, happiness and longevity to the person without disturbing the 

normalcy. Individual should consume the right quantity of food at right time that helps to maintain proper 

digestive power. This work highlights the importance of right time for food intake. Food which is taken timely will 

digest properly and maintains homeostasis of body. 

 

MATERIAL AND METHOD 
 

LITERARY REVIEW 

References will be collected from classical Ayurvedic texts as well as from previous research works, research articles, 

from internet and modern science literatures, Ayush research portal, Google scholar etc. 

 

Selection of volunteer 

A Study on 100 volunteers taking food on time and not taking food on time on the basis of self-assessed questionnaire 

was selected from jodhpur and surrounding areas. 

 

ELIGIBILITY CRITERIA 

 

Inclusion Criteria 

Volunteers of age group 20-40 years will be taken. 

Volunteers of either gender will be taken. 

Volunteers should fulfil the criteria and willing for survey. 
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Exclusion Criteria 

Volunteers having any type of systemic disease like diabetes, hypertension, cardiac disorder, GIT disorders 

like gastritis, IBS etc. Person who is not willing to participate in the study. 

 

AIMS AND OBJECTIVE 

 Present research work has been undertaken with following objectives. 

 Brief study about the Ahara mentioned in Ayurvedic texts. 

 To study role of Kaal Bhojanam Aarogyakaranam in maintaining the healthy lifestyle. 

 To study role of Kaal Bhojanam Aarogyakaranam in relation to Agni. 

 Assessment of Agni on the basis of questionnaire. 

 Assessment of Kaal Bhojana on the basis of questionnaire. 

 Literature review of Ahara mentioned in Ayurvedic and modern text in relation to Agni. 

 To make public aware about the hazards of not taking food on time. 

 

OBSERVATION AND RESULT 
 

Out of the 100 apparently volunteers studied in this survey, a maximum of 64% of volunteers belonged to the age 

group 26-30 years. Minimum volunteers 8% were found from the age group 36-40 years. Maximum number of 

volunteers i.e., 60 % were males whereas 40 % were females. 78 % of volunteers were Hindu whereas 22 % were 

Muslim. 65 % of volunteers were vegetarian and 35 % were mixed. Maximum of 62% of volunteers are student, 17 % 

of volunteers are service, 10 % of volunteers are labour,7 % volunteers are housewife and minimum 4% volunteers 

are businessman . 37% of volunteers were married while 63 % were unmarried. 84% of volunteers were from middle 

class, 6% were from upper class and only 10% were from lower class. 85 % of volunteers were urban dwellers, while 

15 % were rural dwellers. The living style is much changed in urban areas than in rural. The environmental factors, 

the working atmosphere and living conditions all contribute to this. 61% of volunteers belonged to the VP Prakriti. 30 

% of volunteers are VK Prakriti, 9 % of volunteers are PK Prakriti .Maximum of 73% of volunteers belonged to the 

Samagni, 18% belonged to Vishamagni, 5 % volunteers are Mandagni and minimum 4 % are belonged to Tikshanagni . 

 

QUESTIONNAIRE BASED DISCUSSION 

Do you take morning food in between 9Am to 12Pm? 

Among 100 Volunteers , 90 % Volunteers were taken morning food between 9AM to 12 PM and 10 % Volunteers 

were not taken morning food between 9AM to 12 PM .Because Agni performs well in second Prahara of the  day i.e. 9 

AM to 12 PM, that’s why those who taken the food between the second Prahara of the day their health status was 

excellent. 

 

Do you take dinner in between 7 Pm to 8 Pm? 

Among 100 Volunteers , 52 % Volunteers were taken evening food between 7 PM to 8 PM and 48 % Volunteers were 

not taken evening food between 7 PM to 8 PM .Because Agni performs well in first Prahara of the  night i.e. 6 PM to 9 

PM, that’s why those who taken the food between the first Prahara of the night their health status was excellent. 

 

Do you take food after urination and defecation? 

Among 100 Volunteers ,70 % Volunteers were taken food after urination and defecation and 30 % volunteers were 

not taken food after urination and defecation.Because when food is taken while you have the urge of urination and 

defecation, Acharya Charaka says that it’s Sarvadhatu Pradushak and also Vata Vivardhaka that ultimately cause the 

Ajirna. 
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Do you take food when your belching is pure? 

Among 100 volunteers, 62% were given food when their belching was pure, while 38%  were given food when their 

belching was not pure. Because pure belching indicates the Jirna Ahara, while impure belching indicates the Ajirna, 

when you take the food on the Ajirna Ahara, the first Ahara is Prinit Rasa Upsarjita by Uttar Ahara, which causes Sarva 

Dosha Prakopa. 

 

Do you take food when you feel hunger? 

Among 100 Volunteer ,89% Volunteer were taken food after they feel hungry and 11% volunteer taken food without 

considering whether they are hungry or not. Because if one takes food before the digestion of the previous meal, the 

digestive product of the previous food i.e. undigested Ahara Rasa of food taken afterwards it provokes  all the Doshas. 

It also altered the Jatharagni because of formation of Ama. 

 

Do you feel active after taking food? 

Among 100 volunteers, 60% feel active after taking food, while 40% don’t feel active after having the food. 

 

Can you understand all types of taste? 

Among 100 volunteers, 95% volunteers had sense for all kind of taste while 5% volunteers had no sense of taste. 

 

Do you have a sense of touch? 

Among 100 volunteers, 97% volunteers had sense of touch while 3% volunteers had no sense of touch. 

 

Can you differentiate between good and bad smell? 

Among 100 volunteers, 93% volunteers were able to differentiate between good and bad smell while 7% volunteers 

were not able to differentiate between good and bad smell. 

 

Do you hear properly without using any ear aids? 

Among 100 volunteers, 92% volunteers were able to hear without any ear aid while 8% volunteers were not able to 

hear clearly or without hearing aid. 

 

Do you see near or distant objects without using spectacles? 

Among 100 volunteers, 46% volunteers were able to see without spectacles while 54% volunteers were not able to see 

without spectacles. 

 

Does your body feel light before taking food? 

Among 100 volunteers, 89% feel light after taking food, while 11% don’t feel light after having the food. 

 

Do you feel lightness in epigastric region? 

Among 100 volunteers, 85% feel lightness in epigastric region after taking food, while 15% don’t feel lightness in 

epigastric region after having the food.Because according to Ayurveda, those who divided their Kukshi into three 

parts—one part for Ahara, a second part for Dravya and a third part for Dosha Gati— These rules of Samyak Ahara is the 

main factors behind the lightness in the epigastric region after having food. 

 

Do you feel abdominal laxity? 

Among 100 volunteers, 60% abdominal laxity after taking food, while 40% don’t feel abdominal laxity after having 

the food. Because according to Ayurveda, those who divided their Kukshi into three parts—one part for Ahara, 

a second part for Dravya and a third part for Dosha Gati— These rules of Samyak Ahara is the main factors behind the 

lightness in the epigastric region & abdominal laxity after having food. 
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Do you feel interest in taking food? 

Among 100 volunteers, 97% interest in taking food, while 7% don’t take interest in taking the food. Because 

according to Ayurveda, if you are not taking Ahara with full concentration and interest, Ahara will not be situated 

firmly in Aamashya and will not develop Avasad, while those who take interest in Ahara will not have this type of 

complication. 

 

CONCLUSION 
 

The relationship between Kaal Bhojana and Agni  was: 

The assessment is done by self-developed questionnaire which is based on the classical texts. For this study 100 

volunteers were selected and the assessment were done by filling the self -developed survey proforma. The study 

was drugless and based on observation (Survey study). Among 100 Volunteers , 90 % Volunteers were taken 

morning food between 9AM to 12 PM and 10 % Volunteers were not taken morning food between 9AM to 12 PM. 

Because Agni performs well in second Prahara of the  day i.e. 9 AM to 12 PM, that’s why those who taken the food 

between the second Prahara of the day their health status was excellent. Among 100 Volunteers, 52 % Volunteers 

were taken evening food between 7 PM to 8 PM and 48 % Volunteers were not taken evening food between 7 PM to 8 

PM.  Because Agni performs well in first Prahara of the  night i.e. 6 PM to 9 PM, that’s why those who taken the food 

between the first Prahara of the night their health status was excellent. Agni plays a pivotal role in maintaining good 

health of a human being. Agni not only performs functioning of digestion but also contributes to the strength, luster, 

Oja, Teja and Prana (life energy). Samagni resembles healthy physical and mental status while vitiated Agni 

(Mandagni) resulted diseased condition. Ajirana, Aamdosa, Alasak, Aamvisha, Shokajatisar, Visuchika, Urustambh and 

Ghrahnirog etc. are diseases related to Agni. The good conduction of Ahara and Vihara along with Ayurveda remedies 

help to manage diseases of Agni.Out of 100 volunteers, 73% volunteers having Samagni and their health status was 

excellent, 18% volunteers having  Vishamagni , 5% volunteers having Mandagni and a minimum of 4% volunteers 

having Tikshnagni and the health status of all of them was average. That’s why we can conclude that volunteers who 

had Samagni and also had taken food on time (Kaal Bhojana ), their health status was excellent (Aarogya). 
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(Que.1)  Do you take morning food in between 9 AM to 12 PM ? 

 

 

 

 

 

 

 

 

LUNCH TIME NO. OF VOLUNTEERS PERCENTAGE 

9 AM-12 PM 

YES 90 90% 

NO 10 10% 

TOTAL 100 100% 
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(Que.2)  Do you take dinner in between 7 PM to 8 PM ? 

 

 

 

 

 

 

(Que.3) Do you take food after urination and defecation ? 

 

 

 

 

 

 

Que.4) Do you take food when your belching’s are pure ? 

 

 

 

 

 

 

(Que .5) Do you take food when you feel hunger ? 

 

 

 

 

 

 

Que.6) Do you feel active after taking food ? 

 

 

 

 

 

(Que.7)  Can you understand all types of taste ? 

 

 

 

 

 

(Que. 8) Do you have a sense of touch ? 

 

 

 

 

 

 

 

 

 

DINNER TIME NO. OF VOLUNTEERS PERCENTAGE 

7 PM-8 PM 

YES 52 52 % 

NO 48 48 % 

TOTAL 100 100% 

FOOD INTAKE AFTER URINATION AND DEFECATION 

NO. OF VOLUNTEERS PERCENTAGE 

YES 70 70% 

NO 30 30% 

TOTAL 100 100% 

FOOD INTAKE WHEN BELCHING’S PURE 

NO. OF VOLUNTEERS PERCENTAGE 

YES 62 62 % 

NO 38 38 % 

TOTAL 100 100 % 

FOOD INTAKE WHEN FEEL HUNGER 

NO. OF VOLUNTEERS PERCENTAGE 

YES 89 89 % 

NO 11 11 % 

TOTAL 100 100 % 

FEEL ACTIVE AFTER TAKING FOOD 

NO. OF VOLUNTEERS PERCENTAGE 

YES 60 60 % 

NO 40 40 % 

TOTAL 100 100 % 

UNDERSTAND ALL TYPES OF TASTE 

NO. OF VOLUNTEERS PERCENTAGE 

YES 95 95 % 

NO 5 5 % 

TOTAL 100 100 % 

SENSE OF TOUCH 

NO. OF VOLUNTEERS PERCENTAGE 

YES 97 97 % 

NO 3 3  % 

TOTAL 100 100 % 
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 (Que.9)  Can you differentiate between good and bad smell?  

 

 

 

 

 

 

 

 (Que.10) Do you hear properly without using any ear aids ? 

 

 

 

 

 

 

 (Que.11) Do you see near or distant objects without using spectacles ? 

 

 

 

 

 

 

 

(Que.12) Does your body feel light before taking food ? 

 

 

 

 

 

 

(Que.13) Do you feel lightness in epigastric region ? 

   

 

 

 

 

 

(Que.14) Do you feel abdominal laxity ? 

 

 

 

 

 

(Que.15) Do you feel interest in taking food ? 

 

 

 

 

 

 

DIFFERENTIATE BETWEEN GOOD AND BAD SMELL 

NO. OF VOLUNTEERS PERCENTAGE 

YES 93 93 % 

NO 7 7 % 

TOTAL 100 100 % 

HEAR PROPERLY WITHOUT USING ANY EAR AIDS 

NO. OF VOLUNTEERS PERCENTAGE 

YES 92 92 % 

NO 8 8 % 

TOTAL 100 100 % 

DIFFERENTIATE BETWEEN GOOD AND BAD SMELL 

NO. OF VOLUNTEERS PERCENTAGE 

YES 46 46 % 

NO 54 54 % 

TOTAL 100 100 % 

BODY FEEL LIGHT BEFORE TAKING FOOD 

NO. OF VOLUNTEERS PERCENTAGE 

YES 89 89 % 

NO 11 11 % 

TOTAL 100 100 % 

FEEL LIGHTNESS IN EPIGASTRIC REGION 

NO. OF VOLUNTEERS PERCENTAGE 

YES 85 85 % 

NO 15 15 % 

TOTAL 100 100 % 

FEEL ABDOMINAL LAXITY 

NO. OF VOLUNTEERS PERCENTAGE 

YES 60 60 % 

NO 40 40 % 

TOTAL 100 100 % 

FEEL INTERESTED IN TAKING FOOD 

NO. OF VOLUNTEERS PERCENTAGE 

YES 93 93 % 

NO 7 7 % 

TOTAL 100 100 % 
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Concluded Result 

Agni No. of Volunteers Health Status 

Samagni 73 Excellent 

Vishamagni 18 Average 

Mandagni 5 Average 

Tikshnagni 4 Average 

 

 

 
Figure :1  
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The main objective for the current Insilco exploration is for anti-snake venom natural compounds 

targeting PLA2.  We found some reported natural compounds with PLA2 bioactivity had been selected 

for virtual screening. Compounds were chosen according to the molecular diversity, representing various 

categories of chemical structures in the natural compounds, including 16 compounds. Molecular docking 

simulations were done with the iGEMDOCK. Top compounds with better binding energy and 

interaction profiles were analyzed and the best 3 compounds Aristolochic acid Gallo catechin acid and 

Quercetin were also evaluated through the pharmacophore mapping to know the pharmacophore 

features through SWISSADME. But Aristolochic acid and Quercetin interacted with critical amino acid 

residues H1S48 and ASP49 and were similar to the co-crystallized ligands. Therefore, these compounds 

could be further explored as hit compounds for optimization to development as Phospholipase A2 

inhibitors.  
 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

76055 

 

   

 

 

Keywords: PLA2, ASV,SVPLA2,ASP49,H1S48. 

 

INTRODUCTION 

 

India accounts for more snake bites globally due to its tropical location and agriculture-oriented economy where the 

majority of people work in the fields and are prone to the risk of snake bites. It is a controllable well-being risk that 

inhabitants of rural areas in tropical and subtropical regions often encounter. Despite snake bites being a potentially 

fatal ancient ophidian occurrence, snake bite infestation was added to WHO's list of ignored tropical illnesses in 

2009.  Snake infestation is a major medical issue, particularly in areas where snakes are numerous. A significant 

proportion of snake bites in India are triggered by the four most frequently encountered species include Naja Naja 

(commonly known as the Spectacled Cobra), Bangarus Caeruleus (often referred to as the ubiquitous Krait), Daboia 

Russell (scientifically known as Russells Viper), and Echis Carinatus (commonly known as the Saw-scaled Viper). 

Snake venom has a high concentration of phospholipase A2 (PLA2) enzymes with a wide range of functions. 

Additional consequences of snake venom phospholipase A2 (svPLA2) include cardiac toxicity, myotoxicity, pre (or) 

post-synaptic, neurotoxicity, edema hemolysis, low blood pressure, convulsion, platelet aggregation inhibition, and 

anticoagulation therapy. (2) 

 

GRAPHICAL ABSTRACT 

MATERIALS AND METHODOLOGY 
 

The methodology outlines a systematic approach for virtual screening, selection, and evaluation of natural 

compounds that have the potential to target and inhibit PLA2 enzymes.  

A more detailed breakdown of the steps involved: 

 

Data Collection 

 Snake Venom PLA2 Structures 

The first stage involves the collection of 3D structures pertaining to diverse snake venom phospholipase A2 

enzymes. These structures can be obtained from reputable protein structure databases like the Protein Data 

Bank (PDB). 

 Natural Compounds Library 

A library of natural compounds known for their anti-inflammatory, antioxidant, or enzyme-inhibitory 

properties is compiled. These compounds can be sourced from phytochemical databases, existing literature, or 

natural product databases. 

 

 Preparation of Protein and Ligand Structures: 

 Protein Preparation: In this step, the crystallographic structures of PLA2 enzymes are retrieved. To prepare the 

protein for docking, water molecules, cofactors, and other heteroatoms are removed. Hydrogen atoms are 

introduced into the protein structure, and charges are subsequently allocated. The energy of the protein 

structure is minimized to achieve a stable conformation suitable for further analysis. 

 Ligand Preparation: The 3D structures of natural compounds are retrieved from relevant sources. To ensure 

accurate results, 2D structures are converted into 3D conformations. Charges are assigned to the ligand 

structures, and energy minimization is performed to optimize their structures. 

 

Molecular docking 

 Molecular docking is a computational technique used to identify the optimal alignment between two 

molecules.  
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 Docking is a computational technique used to anticipate the optimal positioning of a ligand inside an active 

site, resulting in the formation of a stable complex. 

 Determining the accurate relative orientation of the "key" required to unlock the "lock". • The protein may be 

conceptualised as the "lock" and the ligand as the "key". 

 

TYPES OF DOCKING 

One kind of docking is protein-protein docking, where both molecules involved are often treated as rigid structures. 

The concept of 6 degrees of freedom refers to the six independent variables that define the position and orientation of 

an object in three-dimensional space. The search space and the energetics of potential binding confirmation pertain to 

the exploration of possible molecular configurations and the associated energy considerations in the context of 

molecular binding. Protein-ligand docking is a computational method used to predict the binding interactions 

between a protein and a ligand molecule. The ligand exhibits flexibility, but the receptor remains stiff. The flexible 

ligand was transformed into stiff pieces that were interconnected by one or more hinges, or alternatively, the 

conformational space was explored by molecular dynamics simulations. Utilizing molecular docking software such 

as  

 Virtual screening of compounds done using the PYRX software 

 Molecular Docking simulations were done with IGEMDOCK software  

 Pharmacophore features predictions with the ZINCPHARMER Web Tool 

 ADME assessment with the SWISS ADME web server. 

It is to define the binding site on the PLA2 enzyme, the active site residues and potential binding pockets are 

carefully considered. Virtual docking experiments are then conducted for each natural compound within the library 

against the PLA2 enzyme structures. These experiments generate binding poses and calculate binding affinity scores, 

providing insights into the compounds' potential to interact with the target protein. 

Phospholipase A2 (PLA2s)  

In numerous species, including bacteria, plants, invertebrates like spider insects, and human tissues in snake venom, 

PLA2s enzymes are frequently present. The category of secreted phospholipases, referred to as PLA2s, include lipids 

that are either unbound or possess aspartate amino acid residues at position 49 (Asp49). These PLA2s have the 

ability to facilitate the hydrolysis of the sn-2 acyl link in phospholipids and are present in many cellular types. 

The toxins BaPLA2I and BaPLA2, which belong to the group of PLA2s isolated from snake venom, provide two 

examples of isolated PLA2s that exhibit a diverse range of remarkable biological effects whether acting alone or in 

combination. 

PLA2 IS THE MOST WIDELY FOUND VENOM COMPONENT PRESENT ACROSS VARIOUS VENOMOUS 

SNAKE SPECIES 

CHARACTERISTICS OF THE MAIN FAMILIES OF SNAKE VENOM TOXINS 

Snake venoms contain a diverse array of components, including proteins, peptides, and enzymes that have evolved 

for various purposes, such as immobilizing prey, digesting prey, and defending against predators. These 

components can be broadly categorized into several main families: 

 

Neurotoxins 

 Characteristics: These are venom components that target the nervous system. They often act by blocking 

neurotransmission at neuromuscular junctions. 

 Effects: Paralysis, muscle weakness, respiratory failure. 

 Examples: Alpha-neurotoxins (found in elapids like cobras and coral snakes), beta-neurotoxins (found in 

elapids), and presynaptic neurotoxins (found in vipers and pit vipers). 
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Hemorrhagins 

 Characteristics: Hemorrhagins are responsible for promoting bleeding by degrading capillary walls and 

interfering with blood clotting mechanisms. 

 Effects: Hemorrhage, excessive bleeding. 

 Examples: Metalloproteases found in vipers and pit vipers. 

3. Myotoxins: 

 Characteristics: These components are associated with muscle damage and necrosis. They often cause pain 

and swelling at the bite site. 

 Effects: Muscle necrosis, myoglobinuria (presence of myoglobin in urine), local tissue damage. 

 Examples: Various myotoxins found in vipers and pit vipers. 

Cytotoxins 

 Characteristics: Cytotoxins damage and disrupt cell membranes, leading to cell death and inflammation. 

 Effects: Local tissue damage, inflammation. 

 Examples: Phospholipase A2 enzymes. 

 

Procoagulants and Anticoagulants 

 Characteristics: Procoagulants promote blood clotting, while anticoagulants inhibit it. Some snake venoms 

contain both types. 

 Effects: Disturbance in blood clotting mechanisms, leading to either clot formation (procoagulants) or 

bleeding (anticoagulants). 

 Examples: Various coagulation factors and serine proteases. 

 

Cardiotoxins 

 Characteristics: Cardiotoxins affect the cardiovascular system, often causing heart irregularities and 

decreased blood pressure. 

 Effects: Cardiac arrhythmias, hypotension. 

 Examples: Found in some elapids like kraits. 

 

Dendrotoxins 

 Characteristics: These are specific neurotoxins found in the venom of mambas, targeting voltage-gated 

potassium channels in nerve cells. 

 Effects: Paralysis, neurological dysfunction. 

 

Postsynaptic Neurotoxins 

 Characteristics: These neurotoxins affect the neuromuscular junction, leading to paralysis. 

 Effects: Muscle paralysis, respiratory failure. 

 Examples: Found in some vipers and pit vipers. 

 

Enzymes 

 Characteristics: Enzymes in snake venom serve various purposes, including facilitating the actions of other 

venom components. Phospholipase A2 (PLA2) is a common example, which degrades cell membranes and 

promotes inflammation. 

These families of snake venom components can vary in composition and effects between snake species. 

Understanding these venom components is crucial for developing effective antivenom and improving our 

knowledge of snakebite treatment and prevention. 
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PHOSPHOLIPASE A2 (PLA2) 

Characteristics 

PLA2 enzymes are a diverse family of proteins found in snake venom. They are responsible for catalyzing the 

hydrolysis of phospholipids, which are essential components of cell membranes. PLA2 enzymes come in various 

isoforms, each with unique properties and effects. 

 

Mechanism 

PLA2 enzymes target the sn-2 position of phospholipids, cleaving the fatty acid chains from the glycerol backbone. 

This enzymatic activity results in the release of arachidonic acid, a precursor for inflammatory eicosanoids like 

prostaglandins and leukotrienes. Lipid mediators are of paramount importance in the process of inflammation, since 

they have the potential to induce both localized tissue damage and systemic consequences. 

 

Effects: The effects of snake venom PLA2 enzymes can be broadly categorized into: 

 Cytotoxic PLA2: Disrupt cell membranes, leading to cellular damage and inflammation. 

 Neurotoxic PLA2: Target the nervous system, causing paralysis. 

 Myotoxic PLA2: Damage muscle tissues, leading to muscle necrosis and myoglobinuria. 

 

Examples 

Different snake species produce PLA2 enzymes with distinct properties. For example, the cobra produces a 

neurotoxic PLA2, while the viper's venom contains myotoxic PLA2 enzymes. 

 

Mechanism of Action (MOA) of PLA2 Inhibitors: 

 PLA2 inhibitors work by disrupting the enzymatic activity of snake venom PLA2 enzymes. They can achieve 

this through various mechanisms, including: 

 Competitive inhibition, where they bind to the active site of PLA2 and block its access to phospholipid 

substrates. 

 Non-competitive inhibition, where they interact with allosteric sites on the enzyme, altering its conformation 

and reducing its catalytic activity. 

 By inhibiting PLA2, these compounds help mitigate the effects of snake envenomation, such as local tissue 

damage, inflammation, and systemic toxicity. 

 

Side Effects of PLA2 Inhibitors: 

The side effects of PLA2 inhibitors can include allergic reactions in some individuals. Additionally, these inhibitors 

may interact with other medications, leading to potential drug-drug interactions.  

 

STRUCTURAL FEATURES & ACTIVE SITE OF SNAKE VENOM PLA2 PROTEIN 

The primary structure of snake venom PLA2 enzymes consists of approximately 120-140 amino acids, forming an α-

helical bundle. At the active site, a calcium ion is coordinated by specific amino acid residues, notably in a calcium-

binding loop. This calcium ion plays a crucial role in the catalytic mechanism, aiding in the hydrolysis of 

phospholipids. The hydrophobic channel at the active site accommodates the sn-2 fatty acid chains of phospholipids 

during hydrolysis. The specific structural features of snake venom PLA2 proteins can vary among different snake 

species, contributing to their distinct properties and effects. 

 

The structure of the unconstrained phospholipase A2 (PLA2) with Protein Data Bank (PDB) identifier 1FB2. 

The protein exhibits many secondary structural components, including α-helices (H1, H2, and H3), short helices 

(SH1, SH2, and SH3), and two β strands that contribute to the formation of the β-wing. 
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Critical Active Site residues 

The amino acid residues identified in the sequence are Leucine 2, Leucine 3, Phenylalanine 5, Glycine 6, Isoleucine 9, 

Alanine 18, Isoleucine 19, Tryptophan 22, Serine 23, Cysteine 29, Glycine 30, Cysteine 45, Histidine 48, Aspartic Acid 

49, and Phenylalanine 106. 

 

These are the compounds that are mainly selected based on the molecular diversity of active PLA2. 

Scoring and Prioritization 

The docking results are analyzed, with a focus on binding affinities, intermolecular interactions, and binding poses. 

Based on these findings, natural compounds are prioritized. The compounds demonstrating strong binding affinities 

and forming key interactions with active site residues are moved to the forefront. 

Molecular Dynamics Simulations 

Molecular dynamics simulations are used to enhance comprehension of the stability and dynamics exhibited by 

ligand-receptor complexes. These simulations allow researchers to observe the interactions between the ligand and 

PLA2 over a specified time period, providing critical insights into the dynamic behavior of the complexes. 

Analysis and Visualization 

The results of the molecular dynamics simulations are carefully analyzed. The stability of the ligand-receptor 

complexes, any conformational changes, and the nature of interactions are scrutinized. Visualizations are generated 

to illustrate binding interactions, including Hydrogen bonding, hydrophobic interactions, and π-π stacking 

interactions are three significant non-covalent forces that play crucial roles in many biological and chemical 

processes using molecular visualization tools. 

Hit Compound Selection 

Building on the molecular docking and dynamics results, the most promising natural compounds are identified. 

These compounds exhibit robust and stable interactions with PLA2 enzymes. Additionally, they display potential for 

inhibiting PLA2 enzymatic activity, effectively preventing the hydrolysis of phospholipids and mitigating venom-

induced inflammation. The pharmacokinetic properties of the selected hit compounds are predicted. This assessment 

provides valuable insights into the pharmacokinetics and safety of the compounds. 

In Silico Toxicity Assessment 

An in silico toxicity assessment is performed to evaluate the safety profile of the selected compounds. This step is 

crucial for identifying any potential adverse effects that may arise from these compounds. 

ARISTOLOCHIC ACIDGALLOCATHECHIN    QUERCETIN 

GALLOCATECHIN 

Gallocatechin is a flavonoid found in various plant sources, particularly in tea, with recognized antioxidant and anti-

inflammatory properties. Understanding the pharmacophore features and binding mechanisms of Gallocatechin is 

paramount for unlocking its therapeutic potential. The pharmacophore features of Gallocatechin encompass: 

 

Hydroxyl Groups 

Gallocatechin is rich in hydroxyl (-OH) groups, which serve as both hydrogen bond donors and acceptors. These 

groups enable Gallocatechin to engage in critical interactions with polar residues in the active sites of target proteins. 

 

Aromatic Rings 

Gallocatechin contains aromatic ring structures, which can participate in π-π stacking interactions with aromatic 

amino acid residues within the binding pockets of target proteins. These interactions enhance its binding affinity and 

inhibitory potential. To gain insights into the binding mechanisms of Gallocatechin, molecular docking studies were 

conducted.Gallocatechin forms hydrogen bonds with crucial polar residues in the active sites of target proteins. 

These interactions are fundamental for its ability to inhibit enzymatic activities related to oxidative stress and 
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inflammation. The aromatic rings of Gallocatechin engage in π-π stacking interactions with aromatic amino acid 

residues in the binding sites of target proteins. These interactions contribute significantly to its binding affinity and 

therapeutic potential. 

 

QUERCETIN 

Hydroxyl and Carbonyl Groups 

Quercetin contains multiple hydroxyl (-OH) and carbonyl (C=O) groups, which serve as hydrogen bond donors and 

acceptors. These functional groups can engage in crucial interactions with polar residues in target proteins. 

 

Aromatic Rings 

The presence of multiple aromatic rings allows Quercetin to participate in π-π stacking interactions with aromatic 

amino acid residues within the active sites of proteins. 

 

Protein Targets  

Receptors relevant to the biological activities of Quercetin were selected as docking targets, including enzymes 

involved in inflammation, oxidative stress, and cancer pathways. 

ARISTOLOCHIC ACID 

Aristolochic Acid is a bioactive compound with a notorious reputation due to its nephrotoxic and carcinogenic 

properties. However, it also holds potential therapeutic applications. This article aims to uncover the pharmacophore 

features of Aristolochic Acid and its interaction with target proteins through molecular docking. 

The pharmacophore features of Aristolochic Acid include: 

 Aromatic Moiety: Aristolochic Acid contains an aromatic ring system, which may facilitateπ-π stacking 

interaction with aromatic residues in target proteins. 

 Hydrogen Bonding Donor/Acceptor: It possesses hydrogen bonding functionalities, allowing it to engage in 

hydrogen bond interactions with polar residues in the active site of target proteins. 

 Molecular docking studies revealed detailed binding modes of Aristolochic Acid with its target proteins. 

 

Key observations include 

 Aristolochic Acid forms hydrogen bonds with critical residues within the active site of its target proteins. These 

interactions are crucial for its pharmacological effects. 

 The aromatic rings in Aristolochic Acid can engage in π-π stacking interaction with aromatic residues in the 

binding pockets of its protein targets, contributing to its binding affinity and activity 

 

Reported Anti PLA2 compounds 

RESULTS AND DISCUSSION 

 
The compounds which are the least binding energy have more stability. Aristolochic acid, Gallocatechin, and 

Quercitin show good binding energy on the following binding energy. These top three compounds show active 

reporting against PLA2 protein. 

 

SUMMARY AND CONCLUSION 
 

The outcomes of our current docking simulations have unveiled encouraging prospects in the pursuit of potential 

inhibitors for phospholipase A2 (PLA2). Particularly noteworthy are aristolochic acid and quercetin, which exhibited 

substantial binding energies of -105.37 (Kcal/mol) and -108.07 (Kcal/mol) , respectively. These values signify a robust 

affinity for the target site, comparable to the co-crystallized ligand. Significantly, both compounds demonstrated 
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interactions with critical amino acid residues HIS48 and ASP49, underscoring their potential as effective inhibitors of 

PLA2. Equally important is the observation that all the top compounds identified in our screening process displayed 

favorable properties of ADME (Absorption, Distribution, Metabolism, Excretion) and a promising pharmacokinetic 

profile. This implies that these compounds possess attributes conducive to good bioavailability and efficacy, 

rendering them promising candidates for further development. To conclude, compounds such as aristolochic acid 

and quercetin have not only demonstrated remarkable binding affinity but also exhibit favorable pharmacokinetic 

properties. Their interactions with key amino acid residues, coupled with advantageous ADME profiles, position 

these compounds as promising candidates for extended exploration in the realm of PLA2 inhibitor development. 

This study provides a robust foundation for future research and endeavors in the development of effective therapies 

targeting PLA2-associated conditions. 
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Table 1: Reported Anti PLA2 compounds 

S.No Plant Species Reported Anti PLA2              compounds 

1. H.indicus R 
Anisic Acid 

 

2. Aristolochia Indicar,A.Spruceis 
Aristolochic Acid 

 

3. Pluchea Indicar Beta Sitosterol 

4. Butea Monosperma Butein 

5. - 
Corticosterone 

 

6. Baccharis Uncinellaa Ferulic Acid 

7. Schizolobium Parahybal Gallocathechin 
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8. - Gramine 

9. H.indicusR Lupelol acetate 

10. Thea Sinensis Linn.Bt Melanin 

11. B. Uncinellaa Oleanolic Acid 

12. - Quercitin 

13. - Resveratrol 

14. - Umbelliferone 

15. B. UncinellaR Ursolic acid 

16. Eclipta Prostratesy Wedelolactone 

 

Table 2: 
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Table 3: Reported plant species and compounds against PLA2 activity Molecular 

Interactions: 

                          
               Fig 6 : Anisic Acid                                                      Fig 7: Aristolochic acid             Fig 8: B - Sitosterol                                                          Fig 9: Butein 

 Binding Energy: -82.54 (K.cal/mol)                            Binding Energy:-97.41(K.cal/mol)      Binding Energy: -90.32(K.cal/mol)            Binding Energy:- 105.37(K.cal/mol) 

                                          

          Fig 10: Corticosterone                                                       Fig 11: Ferulic Acid                                        Fig 12: Gallocathechin                                                                      Fig 13: Gramine  

Binding Energy: -108.07 (K.cal/mol)                            Binding Energy: -80.73(K.cal/mol)                        Binding Energy: -84.22(K.cal/mol)                                         Binding Energy: -83.67(K.cal/mol) 

                                           

          Fig 14:Lupeol Acetate                                                Fig 15: Melanin         Fig : 16  Oleanolic acid                                                                  Fig 17: Quercetin  

 Binding Energy: -74.55(K.cal/mol)                       Binding Energy:-103.58(K.cal/mol)                              Binding Energy: -73.28(K.cal/mol)                                         Binding Energy: -92.66(K.cal/mol 

 

                                                                           

            Fig 18 : Resveratrol                                            Fig 19: Umbelliferone                   Fig : 20 Ursolic Acid                                                         Fig : 21  Wedelolactone 

Binding Energy: -95.28(K.cal/mol)                       Binding Energy: -86.19(K.cal/mol)                                Binding Energy: -77.4(K.cal/mol)                                        Binding Energy: -85.32(K.cal/mol) 
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Fig- 1 Fig-2 Representation of PLA2 in Most of the Snake 

Venom 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

Fig -3:3D Structural Representation of Selected 

Bioactive Compounds with reported Against PLA2 

Fig - 4 :These are the compounds that are mainly selected 

based on the molecular diversity of active PLA2. 

 

 
Fig -5 :Varespladib (Standard Anti-PLA2 Drug) 

 
Fig -6: ARISTOLOCHIC ACIDGALLOCATHECHIN    

QUERCETIN 
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In this paper, we introduce the concept of binary generalized pre closed (binary generalized pre-open) 

sets and binary generalized semi pre closed (binary generalized semi pre-open) sets in binary 

topological spaces and investigates some of its basic characterizations. 
 

Keywords: b-gp(b-gsp)-closed set, b-gp(b-gsp)-openset b-gp(b-gsp)-interior 

 

INTRODUCTION 

 

In 1970, Levine [2] introduced the concept of generalized closed sets as a generalization of closed sets in 

topological spaces. This concept was found to be the origin to develop many results in general topology. In [3] 

Noiriet.al., introduced the concept of generalized pre closed sets in  topological spaces. The initiation of binary 

topological spaces was done by Nithyanantha Jothi and Thangavelu [4] in the year 2011 and followed by the 

authors [5] introduced the concept of generalized binary closed sets in binary topological spaces and study some of 

its basic properties. In 2016, Nithyanantha Jothi [7] introduced binary semi open sets in binary topological spaces 

and obtained some basic results. Recently, Sathishmohan et.al., [8,9] concentrated the notion of b-gs-closed sets and 

b-sg-closed sets in binary topological spaces and obtained many interesting results. 
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PRELIMINARIES 
 

Definition2.1.[4] Let X and Y be any two non emptysets. A binary topology from X to Y is a binary structure ℳ⊆𝓅 

(X)×𝓅(Y) that satisfies the axioms. 

1. (ϕ,ϕ)and(X,Y)∈ℳ. 

2. (A1∩A2,B1∩B2)∈ℳwhenever(A1,B1)∈ℳ.and(A2,B2)∈ℳ. 

3. If{(Aα,Bα):α∈∆}is a family of members of ℳ then( α∈∆Aα, α∈∆Bα)∈ℳ. 

 

Definition 2.2. [4] If ℳ is a binary topology from X to Y then the triplet (X,Y,ℳ) is called a binary topological 

space and the members of ℳ are called the binary open subsets of the binary topological space (X,Y,ℳ). The 

elements of X×Y are called the binary points of the binary topological space (X,Y,ℳ). If Y=X then ℳ is called a 

binary topology on X in which case we write (X,ℳ)as a binary topological space. 

 

Definition2.3.[4] Let (X,Y,ℳ) be a binary topological space and A⊆X,B⊆Y. Then (A,B) is called binary closed in 

(X,Y,ℳ) if (X/A,Y/B)∈ℳ.  

 

Proposition2.4.[4]Let (X,Y,ℳ) be a binary topological space and (A,B)⊆(X,Y). Let (A,B)⊆(X,Y). Let 

(A,B)1*=∩,Aα:(Aα,Bα) is binary closed and (A,B)⊆(Aα,Bα)} and (A,B)2*=∩,Bα: (Aα,Bα) is binary closed and (A,B) ⊆ 

(Aα,Bα)}. Then ((A,B)1*,(A,B)2*) is binary closed and (A,B)⊆((A,B)1*,(A,B)2*). 

 

Definition 2.5.[4]The ordered pair ((A,B)1*,(A,B)2*)is called the binary closure of (A,B),denoted by b-cl (A,B) in the 

binary space (X,Y,ℳ) where (A,B)⊆(X,Y). 

 

Definition2.6.[4] 

(i)(A,B)1°= 𝖴{Aα:(Aα,Bα)is binary open and (Aα,Bα)⊆(A,B)}. 

(ii)(A,B)2°= 𝖴{Bα:(Aα,Bα)is binary open and (Aα,Bα)⊆(A,B)}. 

 

Definition 2.7. [4] Let (X,Y,ℳ) be a binary topological space and (A,B) ⊆(X,Y). The ordered pair ((A,B)1°,(A,B)2°) is 

called the binary interior of (A,B),denoted by b-int (A,B). 

 

Definition 2.8. [4] Let (X,Y,ℳ) be a binary topological space. Let (A,B) ⊆(X,Y). Define ℳ(A,B)= ,A∩U,B∩V) : (U,V) ϵ 

ℳ}. Then ℳ(A,B) is a binary topology from A to B. The binary topological space (A,B,ℳ(A,B)) is called a binary 

subspace of (X,Y,ℳ). 
 

Definition2.9.A subset (A,B) of a binary topological space (X,Y,ℳ) is called 

1. binary semi-closed [7],if b-int(b-cl(A,B))⊆(A,B). 

2. binary pre-closed[1],if b-cl(b-int(A,B))⊆(A,B). 

3. binary α-closed[1],if b-int(b-cl(b-int(A,B)))⊆(A,B). 

4. binary semi pre-closed[1],if b-cl(b-int(b-cl(A,B)))⊆(A,B). 

5. binary regular closed[6],if (A,B)=b-cl(b-int(A,B)). 

6 .  Generalized binary closed[5],if b-cl(A,B)⊆(U,V) whenever (A,B)⊆(U,V) and(U,V) is binary open. 

 

Definition2.10.[5] Let X and Y be any two non empty sets and let (A,B) and (C,D)∈𝓅(X)×𝓅(Y). We say that 

(A,B)⊆(C,D) if A⊆C and B⊆D. 

 

Definition2.11.[5] Let X and Y be any two nonempty sets and let (A,B) and (C,D)∈𝓅(X)×𝓅(Y). We say that 

(A,B)⊄(C,D) if one of the following holds: 

1. A⊆C and B⊄D 

2. A⊄C and B⊆D 
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3. A⊄C and B⊄D 

 

Definition2.12.[4] Let (X,Y,ℳ) be a binary topological space and let (x,y)∈X×Y. The binary open set (A,B) is called 

a binary neighbourhood of (x, y) if x ∈ A and y ∈ B. 

 

Definition 2.13. [8] Let (X,Y,ℳ) be a binary topological space. Let (A,B) ⊆ (X,Y). Then (A,B) is called binary 

generalized semi closed (briefly, b-gs-closed) if b-scl(A,B) ⊆ (U,V) whenever (A,B)⊆(U,V) and (U,V) is binary open. 

 

Definition 2.14. [8] Let (X,Y,ℳ) be a binary topological space. Let (A,B) ⊆ (X,Y). Then(A,B) is called binary semi 

generalized closed (briefly, b-sg-closed) if b-scl(A,B) ⊆ (U,V) whenever (A,B)⊆(U,V) and (U,V) is binary semi open. 

 

Definition 2.15. [9]Let (X,Y,ℳ) be a binary topological space and let (x,y) be a point of (X,Y). A subset (NX, NY) of 

(X,Y) is called binary g-neighbourhood of (X,Y) iff there exists a binary g-open set(U,V) such that for 

(x,y)∈(U,V)⊆(NX,NY). 

 

Binary generalized pre-closed and Binary generalized semi pre-closed sets 
This section is to introduce a new type of binary closed sets in binary topological spaces called binary generalized 

pre closed sets and binary generalized semi pre closed sets  and  to study some of its characterizations. 

 

Definition 3.1. Let (X,Y,ℳ) be a binary topological space. Let (A,B) ⊆ (X,Y). Then (A,B) is called binary generalized 

pre closed (briefly b-gp-closed) if b-pcl(A,B) ⊆ (U,V) whenever (A,B) ⊆ (U,V) and (U,V) is binary open. 

 

Theorem  3.2. Every  binary closed set is b-gp-closed. 

Proof: Let (A,B) be a binary closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V). We know that b-

cl(A,B) = (A,B). Since every binary closed set is binary pre closed, b- pcl(A,B) ⊆ b-cl(A,B) = (A,B) ⊆ (U,V). That is b-

pcl(A,B) ⊆ (U,V). Hence (A,B) is b-gp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example 3.3.Let X={a,b},Y= {a,b,c} clearly ℳ = ,(ϕ,ϕ),(,a},,b}),(,a},,a,c}),(,a},Y), 

(,a},ϕ},(X,Y)} is a binary topology from X to Y.Also (X,Y),(,b},,a,c}),(,b},,b}),(,b},ϕ), (,b},Y) and (ϕ,ϕ) are the binary 

closed sets in (X,Y,ℳ). Then the subsets (X,{b}) and ({b},{a,b}) are b-gp - closed sets but not binary closed. 

 

Theorem  3.4. Every binary semi closed set is b-gp-closed. 

Proof: Let (A,B) be a binary semi closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V).Since every 

binary open set is binary semi open, we have b-pcl(A,B) = (A,B) ⊆ (U,V). Hence (A,B) is b-gp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example3.5.LetX={a,b},Y={a,b,c}clearlyℳ={(ϕ,ϕ),(,b},,a,c}),(,a},a,bc}),(ϕ,c),(X,Y)}     is a binary topology from X to 

Y. Also (X,Y),({a},{b}),({b},{a}),(X,{a,b}) and (ϕ,ϕ)  are the binary closed sets in(X,Y,ℳ). Then the subsets (X,ϕ) and 

(X,{a,c}) are b-gp-closed sets but not binary semi closed. 

 

Theorem  3.6. Every binary 𝛼-closed set is b-gp-closed. 

Proof: Let (A,B) be a binary 𝛼-closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V). Since every 

binary open set is binary 𝛼-open, we have b-pcl(A,B) ⊆ b-𝛼cl(A,B) ⊆ (U,V). Hence (A,B) is b-gp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 
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Example  3.7. Let X = {a,b}, Y = {a,b,c}  

clearly ℳ  = ,(ϕ,ϕ),(,a},,c}),(,a},,a}),(,a},,a,c}),(,a},ϕ),(X,Y)} is a binary topology from X to Y. Also 

(X,Y),({b},{a,b}),({b},{b,c}),({b},{b}), ({b},Y) and (ϕ,ϕ) are the binary closed sets in (X,Y,ℳ). Then the subsets ({a},{b,c}) 

and (X,{a,c}) are b-gp-closed sets but not binary 𝛼-closed. 

 

Theorem  3.8. Every generalized  binary closed set is b-gp-closed. 

Proof: Let (A,B) be a generalized binary closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V).Since 

(A,B) is generalized binary closed set, we have b-pcl(A,B) ⊆ b-cl(A,B) ⊆(U,V). Hence (A,B) is binary gp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example 3.9. Let X = {a,b}, Y = {a,b,c} clearly ℳ = ,(ϕ,ϕ),(ϕ,,c}),(,b},,c}),(X,Y)} is a binary topology from X to Y. Also 

(X,Y),(X,,a,b}),(,a},,a,b}) and (ϕ,ϕ) are the binary closed sets in(X,Y,ℳ). Then the subsets (ϕ,Y),(,a},ϕ),(,b},ϕ) and 

(X,ϕ) are b-gp -  closed sets but not generalized binary closed. 

 

Theorem  3.10. Every binary r-closed set is b-gp-closed. 

Proof: Let (A,B) be a binary r-closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V). Since (U,V) is 

binary open set, we have b-pcl(A,B) ⊆ b-cl(A,B) ⊆  

b-rcl(A,B) ⊆ (U,V). Therefore b-pcl(A,B) ⊆ b-rcl(A,B) ⊆ (U,V). Hence (A,B) is binary gp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example 3.11. Let X = {a,b}, Y = {a,b,c}  

clearly ℳ = ,(ϕ,ϕ),(,a},,b}),(,a},,a,c}),(,a},Y),(,a},ϕ),(X,Y)} is a binary topology from X to Y. Also 

(X,Y),(,b},,a,c}),(,b},,b}),(,b},ϕ), (,b},Y) and (ϕ,ϕ) are the binary closed sets in (X,Y, ℳ). Then the subsets ({b},{a,b}) 

and (ϕ,Y) are b-gp closed sets but not binary r-closed. 

 

Theorem  3.12. Union of any two b-gp-closed subsets is b-gp-closed. 

Proof: Let (A,B) and (C,D) be any two b-gp-closed sets in (X,Y), (A,B) ⊆ (U,V) and(C,D) ⊆ (U,V) where (U,V) is 

binary open in (X,Y) and so (A,B) 𝖴 (C,D) ⊆ (U,V). Since (A,B) and (C,D) are b-gp-closed. (A,B) ⊆ b-pcl(A,B) 

and (C,D) ⊆ b-pcl(C,D) and hence (A,B) 𝖴 (C,D)⊆ b-pcl(A,B) 𝖴 b-pcl(C,D) ⊆ b-pcl((A,B) 𝖴 (C,D)). Thus (A,B) 𝖴 

(C,D) is b-gp-closed set in                       (X,Y,ℳ). 

 

Remark 3.13. Intersection of any  two b-gp-closed subsets is b-gp-closed. 

 

Example 3.14. Let X = {a,b}, Y = {a,b,c} clearly ℳ = ,(ϕ,ϕ),(,a},,c}),(,a},,a}),(,a},,a,c}),(,a},ϕ),(X,Y)} is a binary topology 

from X to Y. If (A,B) = ({a},{c}) and (C,D) = ({a},{a,c}).Then (A,B) and (C,D) are b-gp-closed sets in (X,Y), (A,B) ∩ 

(C,D) = ({a},{c}) is also b-gp-closed sets in (X,Y). 

 

Theorem 3.15. Let(A,B) be a b-gp-closed subset of(X,Y). If (A,B)⊆(C,D)⊆b- pcl(A,B)          then  (C,D) is also b-gp-

closed subset of(X,Y). 

Proof: Let (U,V) be a binary open sets of (X,Y) such that (C,D) ⊆ (U,V). Then (A,B) ⊆ (U,V). Since (A,B) is b-gp-

closed sets b-pcl(A,B) ⊆ (U,V). Also (C,D)⊆b-pcl(A,B), b- pcl(C,D) ⊆ b-pcl(A,B) ⊆ (U,V). Hence (C,D) is also b-gp-

closed subset of (X,Y). 

 

Theorem 3.16. Let (X,Y,ℳ) be a binary topological space and A ⊆ X, B ⊆ Y. Then if (A,B) is b-gp-closed in (X,Y,ℳ) 

then A is b-gp-closed in (X,ℳX) and B is b-gp-closed in (Y,ℳY) 

Proof: Since (A,B) is b-gp-closed, we have ((X/A),(Y/B)) is b-gp-open. Also, since (X,Y,ℳ) is a binary topological 

space, we have (X/A) is b-gp-open in X and (Y/B) is b-gp-open in Y. Therefore, A is b-gp-closed in X and B is b-gp-

closed in Y. 
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Theorem 3.17. Let (X,Y,ℳ) be a binary topological spaces and (A,B,ℳ(A,B)) is binary subspace of (X,Y,ℳ). Let (C,D) 

be a b-gp-closed set in (X,Y,ℳ) and (C,D) ⊆(A,B). Then (C,D) is a b-gp-closed in (A,B,ℳ(A,B)). 

Proof: Since (C,D) is a b-gp-closed set in (X,Y,ℳ), we have b-pcl(C,D) ⊆ (U,V ) where (U,V) is binary open in 

(X,Y,ℳ) and hence it should be in (ℳ) by definition of a binary subspace, (U∩A,V∩B) ⊆ (ℳ(A,B)). Let (U,V) is a 

binary open sets in (A,B,ℳ(A,B)), since (C,D) ⊆ (A,B). (C,D) ⊆ (U,V), so b-pcl(C,D) = b-pcl(C∩A, D∩B) ⊆ b-pcl(U∩C, 

V∩D) ⊆ (U,V). Thus (C,D) is a b-gp-closed set in (A,B,ℳ(A,B)). 

 

Definition 3.18. A subset (A,B) of a binary topological space (X,Y,ℳ) is called binary generalized pre open set 

(briey b-gp-open set) if its complement is b-gp-closed. 

 

Theorem 3.19. Let be a (X,Y,ℳ) binary topological space, then the following statements hold. 

1. Every binary open set is b-gp-open. 

2. Every binary semi open set is b-gp-open. 

3. Every binary 𝛼 -open set is b-gp-open. 

4. Every generalized binary open set is b-gp-open. 

5. Every binary r-open set is b-gp-open. 

 

Proof:  It follows from the Theorems 3.2,3.4,3.6,3.8,3.10. 

 

Definition 3.20. Let (X,Y,ℳ) be a binary topological space. Let (A,B) ⊆ (X,Y). Then(A,B) is called binary 

generalized semi pre closed (briefly b-gsp-closed) if 

 b-spcl(A,B) ⊆ (U,V) whenever (A,B) ⊆ (U,V) and (U,V) is binary open. 

 

Theorem 3.21. Every binary closed set is b-gsp-closed. 

Proof: Let (A,B) be a binary closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V). We know that b-

cl(A,B) = (A,B). Since every binary closed set is binary semi  pre closed, we have b-spcl(A,B) ⊆ b-cl(A,B) = (A,B) ⊆ 

(U,V). Hence (A,B) is b-gsp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example 3.22. Let X = {a,b}, Y = {a,b,c} clearly ℳ = ,(ϕ,ϕ),(,a},,b}),(,a},,a,c}),(,a},Y),(,a},ϕ},(X,Y)} is a binary topology 

from X to Y. Also (X,Y),({b},{a,c}),({b},,b}),(,b},ϕ), (,b},Y) and (ϕ,ϕ) are the binary closed sets in (X,Y,ℳ). Then the 

subsets (X,{b}) and ({b},{a,b}) are b-gsp-closed sets but not binary closed. 

 

Theorem 3.23. Every binary semi closed set is b-gsp-closed. 

Proof:  

Let (A,B) be a binary semi closed set and (U,V) be any binary open set such   that (A,B) ⊆(U,V).Since every binary 

open set is binary semi open, we have b-spcl(A,B) ⊆  b-scl(A,B) ⊆ (U,V). Hence (A,B) is b- gsp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example 3.24. LetX={a,b},Y={a,b,c}.clearly ℳ = ,(ϕ,ϕ),(,b},,a,c}),(,a},,a,bc}),  (ϕ,c),(X,Y)} is a binary topology from X 

to Y. Also (X,Y),({a},{b}),({b},{a}), (X,,a,b}) and (ϕ,ϕ) are the binary closed sets in (X,Y,ℳ). Then the subsets (X,ϕ) 

and    (X,{a,c}) are b-gsp-closed sets but not binary semi closed. 

 

Theorem 3.25. Every binary 𝛼-closed set is b-gsp-closed. 

Proof: Let (A,B) be a binary 𝛼-closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V). Since every 

binary open set is binary 𝛼-open, we have b-spcl(A,B) ⊆ b-scl(A,B) ⊆  b-𝛼cl(A,B) ⊆ (U,V). Hence (A,B) is b-gsp-

closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 
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Example 3.26. Let X={a,b},Y={a,b,c}. Clearly ℳ=,(ϕ,ϕ),({a},{c}),({a},{a}), 

({a},{a,c}),(,a},ϕ),(X,Y)} is a binary topology from X to Y. Also (X,Y),({b},{a,b}),({b},{b,c}),({b},{b}), ({b},Y) and (ϕ,ϕ) are 

the binary closed sets in (X,Y,ℳ). Then the subsets ({a},{b,c}) and (X,{a,c}) are b-gsp-closed sets but not binary 𝛼-

closed. 

 

Theorem 3.27. Every generalized binary closed set is b-gsp-closed. 

Proof: Let (A,B) be a generalized binary closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V).Since 

(A,B) is generalized binary closed set, we have b-cl(A,B) ⊆ (U,V). Then b-spcl(A,B) ⊆ b-cl(A,B) ⊆ (U,V). Hence 

(A,B) is b-gsp-closed. 

The converse of the above theorem need not be true as seen from the subsequent example. 

 

Example 3.28. Let X = {a,b}, Y = {a,b,c} clearly ℳ = ,(ϕ,ϕ),(ϕ,,c}),(,b},,c}),(X,Y)} is a binary topology from X to Y. 

Also (X,Y),(X,,a,b}),(,a},,a,b}) and (ϕ,ϕ) are the binary closed sets in(X,Y,ℳ). Then the subsets (ϕ,Y),(,a},ϕ),(,b},ϕ) 

and (X,ϕ) are b-gsp closed sets but not generalized binary closed. 

 

Theorem 3.29. Every binary r-closed set is b-gsp-closed. 

Proof: Let (A,B) be a binary r-closed set and (U,V) be any binary open set such that (A,B) ⊆ (U,V). Since every  

binary open set is binary r-open, we have b-spcl(A,B) ⊆ b-scl(A,B) ⊆ b-rcl(A,B) ⊆ (U,V). Hence (A,B) is b-gsp-

closed. 

The converse of the above theorem need not be true as seen from the sub sequent example. 

 

Example 3.30. LetX={a,b},Y={a,b,c}. Clearlyℳ=,(ϕ,ϕ),(,a},,b}),(,a},,a,c}),(,a},Y), 

(,a},ϕ),(X,Y)} is a binary topology from X to Y. Also (X,Y),(,b},,a,c}),(,b},,b}),(,b},ϕ), ({b},Y)  Then the subsets 

({b},{a,b}) and (ϕ,Y) are b-gsp-closed sets but not binary r-closed. 

 

Theorem 3.31. Every binary sg-closed set is b-gsp-closed. 

Proof: Let (A,B) be b-sg closed set.Let (U,V) be binary semi open set containing (A,B).Since every binary open set is 

binary semi open set, we have b-spcl(A,B) ⊆ b-scl(A,B) ⊆  (U,V).Hence (A,B) is b-gsp-closed. 

The converse of the above theorem need not be true as seen from the sub sequent example. 

 

Example 3.32. Let X = {a,b}, Y = {a,b,c} . Clearly ℳ = ,(ϕ,ϕ),(X,,a,c},(,b},,c}), 

(X,Y)} is a binary topology from X to Y.Also (X,Y), (ϕ,,b}),(,a},,a,ab}) and (ϕ,ϕ) are the binary closed sets  in 

(X,Y,ℳ).Then the subsets (,a},,b,c}),(, ϕ },,b,c}) and (ϕ,Y) are b-gsp-closed sets but not b-sg-closed. 

 

Theorem 3.33. Union of any two b-gsp-closed subset is b-gsp-closed.  

Proof: Let (A,B) and (C,D) be any two b-gsp-closed sets in (X,Y), (A,B) ⊆ (U,V) and(C,D) ⊆ (U,V) where (U,V) is 

binary open in (X,Y) and so (A,B) 𝖴 (C,D) ⊆ (U,V). Since (A,B)   and (C,D) are b-gsp-closed. (A,B) ⊆ b-spcl(A,B) 

and (C,D) ⊆ b-spcl(C,D) and hence (A,B) 𝖴 (C,D) ⊆ b-spcl(A,B) 𝖴 b-spcl(C,D) ⊆ b-spcl((A,B) 𝖴 (C,D)). Thus (A,B) 

𝖴 (C,D) is b-gsp-closed set in (X,Y,ℳ). 

 

Remark 3.34. Intersection of any two b-gsp-closed subset is b-gsp-closed. 

 

Example 3.35. Let X = {a,b}, Y = {a,b,c} clearly ℳ = ,(ϕ,ϕ),(,a},,c}),(,a},,a}),(,a},,a,c}),(,a},ϕ),(X,Y)} is a binary topology 

from X to Y. If (A,B) = ({a},{c}) and (C,D) =({a},{a,c}).Then (A,B) and (C,D) are b-gsp-closed sets in (X,Y), (A,B) ∩ 

(C,D) = ({a},{c}) is also b-gsp- closed sets in (X,Y). 

 

Theorem 3.36. Let (A,B) be a b-gsp-closed subset of (X,Y). If (A,B) ⊆ (C,D) ⊆ b- spcl(A,B)                then (C,D) is also b-

gsp-closed subset of (X,Y). 
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Proof: Let (U,V) be a binary open sets of (X,Y) such that (C,D) ⊆ (U,V). Then (A,B) ⊆ (U,V). Since (A,B) is b-gsp-

closed sets b-spcl(A,B) ⊆ (U,V). Also (C,D) ⊆ b-spcl(A,B), b-spcl(C,D) ⊆ b-spcl(A,B) ⊆ (U,V). Hence (C,D) is also b-

gsp-closed subset of (X,Y). 

 

Theorem 3.37. Let (X,Y,ℳ) be a binary topological space and A ⊆ X, B ⊆ Y. Then if (A,B) is b-gsp-closed in (X,Y,ℳ) 

then A is b-gsp-closed in (X,ℳX) and B is b-gsp- closed in (Y,ℳY). 

Proof: Since (A,B) is b-gsp-closed, we have ((X/A),(Y/B)) is b-gsp-open. Also, since (X,Y,ℳ) is a binary topological 

space, we have (X/A) is b-gsp-open in X and (Y/B) is b-gsp-open in Y. Therefore, A is b-gsp closed in X and B is b-

gsp-closed in Y. 

 

Theorem 3.38. Let (X,Y,ℳ) be a binary topological spaces and (A,B,ℳ(A,B)) is binary subspace of (X,Y,ℳ). Let (C,D) 

be a b-gsp-closed set in (X,Y,ℳ) and (C,D) ⊆(A,B). Then (C,D) is a b-gsp-closed in (A,B,ℳ(A,B)). 

Proof: Since (C,D) is a b-gsp-closed set in (X,Y,ℳ), we have b-spcl(C,D) ⊆ (U,V ) where (U,V) is binary open in 

(X,Y,ℳ) and hence it should be in (ℳ) by definition of a binary subspace, (U∩A,V∩B) ⊆ (ℳ(A,B)). Let (U,V) is a 

binary open sets in (A,B,ℳ(A,B)), since (C,D) ⊆ (A,B). (C,D) ⊆ (U,V), so b-spcl(C,D) = b-spcl(C∩A, D∩B) ⊆ b-

spcl(U∩C, V∩D) ⊆ (U,V). Thus (C,D) is a b-gsp-closed set in (A,B,ℳ(A,B)). 

 

Definition 3.39.A subset (A,B) of a binary topological space (X,Y,ℳ) is called binary  generalized semi pre open 

set (briefly b-gsp-open set) if its complement is b-gsp- closed. 

 

Theorem 3.40 Let be a (X,Y, ℳ) binary topological space, then the following statements hold. 

1. Every binary open set is b-gsp-open. 

2. Every binary semi open set is b-gsp-open. 

3. Every binary 𝛼 -open set is b-gsp-open. 

4. Every generalized binary open set is b-gsp-open. 

5. Every binary r-open set is b-gsp-open. 

6. Every binary sg-open set is b-gsp-open. 

 

Proof:  Proof follows from the Theorems 3.21, 3.23, 3.25, 3.27, 3.29, 3.31. 

 

b-gp(b-gsp)-neighbourhood, b-gp(b-gsp)-interior and b-gp(b-gsp)-closure 
 In this section, we initiate the concept of b-gp(b-gsp)-neighbourhood and we introduce the concept of  b-gp(b-gsp)-

interior and b-gp(b-gsp)-closure and study some of their characterizations. 

 

Definition 4.1. Let (X,Y,ℳ) be a binary topological space and let (x,y) be a point of (X,Y). A subset (NX,NY) of (X,Y) 

is called binary pre neighbourhood of (X,Y) iff there exists a binary pre open set (U,V) such that for (x,y) ∈ (U,V) ⊆ 

(NX,NY). 

 

Definition 4.2. Let (X,Y,ℳ) be a binary topological space and let (x,y) be a point of (X,Y). A subset (NX,NY ) of (X,Y) 

is called b-gp-neighbourhood of (X,Y) iff there exists a b-gp-open set (U,V) such that for (x,y) ∈ (U,V) ⊆ (NX, NY). 

 

Example 4.3. Let X = {a,b}, Y ={a,b,c}.  

Clearly ℳ = ,(ϕ,ϕ),(,a},,b,c}),(,b},,a}),(X,Y)} is a binary topology from X to Y. 

 b-gp open set = ,(ϕ,ϕ),(X,,b,c}),(X,,a,c}),(X,,a,b}),(X,,c}),(X,,b}),(X,,a}), 

 (X,ϕ),(,b},Y),(,b},,b,c}),(,b},,a,c}),(,b},,a,b}),(,b},,c}),(,b},,b}),(,b},,a}),(,b},ϕ), 

 ({a},Y),({a},{b,c}),(,a},,a,c}),(,a},,a,b}),(,a},,c}),(,,(,a},,b}),(,a},,a}),(,a},ϕ), 

 (ϕ,,a,b}), ( ϕ,,c}),(ϕ,,b}),(ϕ,,a}),(X,Y)}. Then 

 b-gp-nbhds ({a},{a})={(X,{a,c}),(X,{a,b}),(X,{a}),({a},Y),({a},{a,c}),({a},{a,b}),   ({a},{a}),(X,Y)} 
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 b-gp-nbhds ({a},{b})={(X,{b,c}),(X,{a,b}),(X,{b}),({a},Y), ({a},{b,c}), ({a},{a,b}), ({a},{b}),(X,Y)} 

 b-gp-nbhds ({a},{c})={(X,{b,c}),(X,{a,c}),(X,{c}),({a},Y), ({a},{b,c}), ({a},{a,c}), ({a},{c}),(X,Y)} 

 b-gp-nbhds ({b},{a})={(X,{a,c}),(X,{a,b}),(X,{a}),({b},Y),({b},{a,c}), ({b},{a,b}), ({b},{a}),(X,Y)} 

 b-gp-nbhds ({b},{b})={(X,{b,c}),(X,{a,b}),(X,{b}),({b},Y),({b},{b,c}),  ({b},{a,b}), ({b},{b}), (X,Y)} 

 b-gp-nbhds ({b},{c})={(X,{b,c}),(X,{a,c}),(X,{c}),({b},Y),({b},{b,c}), ({b},{a,c}), ({b},{c}),(X,Y)} 

 

Theorem 4.4. Every binary neighbourhood (NX,NY) of (x,y) in (X,Y) is a b-gp-neighbourhood of (X,Y). 

Proof: Let (NX,NY) be a neighbourhood of point (x,y) ∈ (X,Y). To prove that (NX,NY) is a b-gp-neighbourhood of 

(x,y) by definition of binary neighbourhood, there exists a binary open set (U,V), such that (x,y) ∈ (U,V) ⊆ 

(NX,NY). Hence (NX,NY) is b-gp- neighbourhood of (X,Y). 

 

Remark 4.5. For the most part b-gp-neighbourhood (NX, NY) of (x,y) ∈ (X,Y) need not be a   binary  neighbourhood 

of (x,y) in (X,Y), as seen from the following example. 

 

Example 4.6. Let X = {a,b}, Y = {a,b,c}. Clearly ℳ = ,(ϕ,ϕ),(,a},,c}),(,a},,a}), (,a},,a,c}),(,a},ϕ), (X,Y)}is a binary 

topology from X to Y.b-gp-open=,(ϕ,ϕ),(X,,b,c}),(X,,a,c}),(X,,a,b}),(X,,c}),(X,,b}),(X,,a}),(X,ϕ),(,b}, 

 {a,c}),({b},{c}),({b},{a}),({b},ϕ),(,a},Y),(,a},,b,c}),(,a},,a,c}),(,a},,a,b}),(,a},,c}), 

(,a},,b}),(,a},,a}),(,a},ϕ),(φ,Y),(ϕ,,b,c}),(ϕ,,a,c}),(ϕ,,a,b}),(ϕ,,c}),(ϕ,,b}),(ϕ,,a}), 

(X,Y)}. Then set ({b},Y) is b-gp-neighbourhood of point ({b},{c}), since the b-gp open set ({b},{c}) is such that ({b},{c}) ∈ 

({b},{c}) ⊆ ({b},Y). However the set ({b},Y) is not a binary neighbourhood of the point ({b},{c}), since no binary open set 

(U,V) exists such that           ({b},{c}) ∈ (U,V) ⊆ ({b},Y). 

 

Theorem 4.7.If a subset (NX,NY) of a space (X,Y,ℳ) is b-gp open then (NX,NY) is b-gp  neighbourhood of each of 

its points. 

Proof: Suppose (NX,NY) is b-gp open. Let (x,y) ∈ (NX,NY) we claim that (NX,NY) is b-gp-neighbourhood of (x,y) for 

(NX,NY;) is a b-gp open set such that (x,y) ∈ (NX,NY) ⊆ (NX, NY). Since (x,y) is an arbitrary point of (NX,NY), it 

follows that (NX,NY) is a b-gp-neighbourhood of each of its points. 

 

Theorem 4.8. Let (X,Y,ℳ)) be a binary topological space. If (F,G) is a b-gp-closed subset of (X,Y) and (x,y) ∈ (F,G)c , 

then there exists a b-gp-neighbourhood (NX,NY) of (x,y) such that (NX,NY) ∩ (F, G) = ϕ. 

Proof: Let (F,G) be b-gp-closed subset of (X,Y) and (x,y) ∈ (F, G)c . Then (F,G)c is b-gp-open subset of (X,Y) so by 

above theorem, (F,G)c contains a b-gp-neighbourhood of each of its points. Hence there exists a b-gp-

neighbourhood (NX,NY) of (x,y) such that (NX,NY) ⊆ (F,G) c. That is (NX, NY) ∩ (F, G) = ϕ. 

 

Definition 4.9. Let (A,B) be a subset of (X,Y). A point (x,y) ∈ (A,B) is said to be b-gp- interior point of (A,B) is a b-

gp-neighbourhood of (x,y). The set of all b-gp-interior point (A,B) is called the b-gp-interior of (A,B) and is 

denoted by b-gp-int(A,B). 

 

Theorem 4.10. If (A,B) be a subset of (X,Y). Then b-gp-int(A,B) = 𝖴{(U,V) : (U,V) is b-gp-open(U,V) ⊆ (A,B)}. 

Proof: Let (A,B) be a subset of (X,Y), (x,y) ∈ b-gp-int(A,B) ⇔ (x,y) is a b-gp-interior point of(A,B) ⇔ (A,B) is a b-gp-

neighbourhood point of (x,y) ⇔ there exists b-gp- open set (U,V) such that (x,y) ∈ (U,V) ⊆ (A,B) ⇔ (x,y) ∈ 

𝖴{(U,V) : (U,V) is b-gp- open, (U,V) ⊆ (A,B)}.Hence b-gp-int(A,B) = 𝖴 {(U,V) : (U,V) is b-gp-open, (U,V) ⊆ (A,B)}. 

 

Theorem 4.11. Let (A,B) and (C,D) be subset of (X,Y). Then 

1. b-gp-int(X,Y) = (X,Y) and b-gp-int(ϕ,ϕ) = (ϕ,ϕ). 

2. b-gp-int(A,B) ⊆ (A,B). 

3. If  (C,D) is any b-gp-open set contained in (A,B), then (C,D) ⊆ b-gp-int(A,B). 

4. If  (A,B) ⊆ (C,D), then b-gp-int(A,B) ⊆ b-gp-int(C,D). 
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5. b-gp-int(b-gp-int(A,B)) = b-gp-int(A,B). 

 

Proof:  

1. Since (X,Y) and (ϕ,ϕ) are b-gp-open sets, by Theorem 4.10 b-gp- int(X,Y) = 𝖴{(U,V) : (U,V) is b-gp-open, 

(U,V) ⊆ (X,Y)} = (X,Y) 𝖴 {all b-gp-open sets} = (X,Y). That is b-gp-int(X,Y) = (X,Y). Since (ϕ,ϕ) is the only b gp-

open set contained in (ϕ,ϕ), b-gp-int(ϕ,ϕ) = (ϕ,ϕ). 

2. Let (x,y) ∈ b-gp-int(A,B)⇒(x,y) is a b-gp-interior point of (A,B)⇒(A,B) is a b-gp-neighbourhood of (x,y) ⇒ (x,y)∈ 

(A,B) Thus (x,y)∈b-gp-int(A,B)⇒(x,y) ∈ (A,B). Hence   b-gp-int(A,B)⊆(A,B) 

3. Let (C,D) be any b-gp-open sets such that (C,D) ⊆ (A,B). Let (x,y) ∈ (C,D), then since (C,D) is a b-gp-open set 

contained in (A,B). (x,y) is a b-gp-interior point of (A,B). That is (x,y) ∈ b-gp-int(A,B). Hence (C,D)⊆b-gp-

int(A,B). 

4. Let (A,B) and (C,D) be subset of (X,Y) such that (A,B) ⊆ (C,D). Let (x,y) ∈ b-gp- int(A,B). Then (x,y) is a b-gp-

interior point of (A,B) and so (A,B) is b-gp- neighbourhood of (x,y). Since (A,B)⊆(C,D), (C,D) is also a b-gp-

neighbourhood of (x,y). This implies that (x,y) ∈ b-gp-int(C,D). Thus we have shown that (x,y) ∈ b-gp-int(A,B) 

⇒ (x,y) ∈ b-gp-int(C,D). Hence b-gp-int(A,B) ⊆ b-gp-int(C,D). 

5. Let (A,B) be any subset of (X,Y). By the definition of b-gp-interior, b-gp-int(A,B) is b- gp-open and hence b-gp-

int(b-gp-int(A,B)) = b-gp-int(A,B). 

 

Theorem 4.12. If a subset (A,B) of space (X,Y) is b-gp-open, then b-gp-int(A,B) = (A,B). 

Proof: Let (A,B) be b-gp-open subset of (X,Y). We know that b-gp-int(A,B) ⊆ (A,B). Also, (A,B) is b-gp-open set 

contained in (A,B). From Theorem 4.11.(3) (A,B) ⊆ b-gp- int(A,B). Hence b-gp-int(A,B) = (A,B). 

 

Theorem 4.13. If (A,B) and (C,D) are subsets of (X,Y), then b-gp-int(A,B) 𝖴 b-gp-  int(C,D) ⊆ b-gp-int((A,B) 𝖴 

(C,D)). 

Proof: We know that (A,B) ⊆ ((A,B) 𝖴 (C,D)) and (C,D) ⊆ ((A,B) 𝖴 (C,D). We have, by Theorem 4.11.(4), b-gp-

int(A,B) ⊆ b-gp-int((A,B) 𝖴 (C,D)) and b-gp- int(C,D) ⊆ b-gp-int((A,B)𝖴(C,D)). This implies that b-gp-

int(A,B) 𝖴 b-gp- int(C,D) ⊆ b-gp-int((A,B) 𝖴 (C,D)). 

 

Theorem 4.14. If (A,B) and (C,D) are subsets of space (X,Y) then b-gp-int((A,B) ∩(C,D)) = b-gp-int(A,B) ∩ b-gp-

int(C,D). 

Proof: We know that (A,B) ∩ (C,D) ⊆ (A,B) and (A,B) ∩ (C,D) ⊆ (C,D). We have, by Theorem 4.11.(4), b-gp-

int((A,B)∩(C,D)) ⊆ b-gp-int(A,B) and b-g p=int((A,B) ∩ (C,D)) ⊆ b-gp-int(C,D).This implies that b-gp-int((A,B) ∩ 

(C,D)) ⊆b-gp-int(A,B) ∩ b-gp-int(C,D) →(1). Again, let (x,y) ∈ b-gp-int(A,B)∩b-gp int(C,D). Then (x,y) ∈ b-gp-

int(A,B) and (x,y) ∈ b-gp-int(C,D). Hence (x,y) is a b-gp-interior point of each of sets (A,B) and (C,D). It follows that 

(A,B) and (C,D) are b-gp-neighbourhoods of (x,y), so that their intersection (A,B) ∩ (C,D) is also a b-gp-

neighbourhoods of (x,y).Hence (x,y)∈ b-gp-int((A,B) ∩ (C,D)).Thus (x,y) ∈ b-gp-int(A,B) ∩ b-gp-int(C,D) 

implies that (x,y) ∈ b-gp-int((A,B) ∩ (C,D)).Therefore b-gp-int(A,B) ∩ b-gp-int(C,D) ⊆ b-gp-int((A,B) ∩ (C,D))→ 

(2).From (1) and (2), we get b-gp-int((A,B) ∩ (C,D)) = b-gp-int(A,B) ∩ b-gp-int(C,D). 

 

Theorem 4.15. If (A,B) is a subset of (X,Y), then b-int(A,B) ⊆ b-gp-int(A,B). 

Proof: Let (A,B) be a subset of a space (X,Y). Let (x,y) ∈ b-int(A,B) 

⇒ (x,y) ∈ 𝖴 {(U,V) : (U,V) is binary open, (U,V) ⊆ (A,B)}. 

⇒ there exists a binary open set (U,V) such that (x,y) ∈ (U,V) ⊆ (A,B). 

⇒ there exists a b-gp-open set (U,V) such that (x,y) ∈ (U,V) ⊆ (A,B), as every binary open set is a b-gp-open set in 

(X,Y). 

⇒ (x,y) ∈ 𝖴 {(U,V) : (U,V) is b-gp-open, (U,V) ⊆ (A,B)}. 

⇒ (x,y) ∈ b-gp-int(A,B). Thus (x,y) ∈ b-int(A,B) ⇒ (x,y) ∈ b-gp-int(A,B).  

Hence b-int(A,B)⊆ b-gp-int(A,B). 
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Definition 4.16. Let (A,B) be a subset of a space (X,Y). We define the b-gp-closure of (A,B) to be the intersection of 

all b-gp-closed sets containing (A,B), is denoted by b-gp- cl(A,B) =∩,(F,G) : (A,B) ⊆ (F,G) ∈ b-gp C(X,Y)}. 

 

Theorem 4.17. If (A,B) and (C,D) are subsets of a space (X,Y). Then 

1. b-gp-cl(X,Y) = (X,Y) and b-gp-cl(ϕ, ϕ) = (ϕ, ϕ). 

2. (A,B) ⊆ b-gp-cl(A,B). 

3. If (C,D) is any b-gp-closed set containing (A,B) then b-gp-cl(A,B) ⊆ (C,D). 

4. If (A,B) ⊆ (C,D) then b-gp-cl(A,B) ⊆ b-gp-cl(C,D). 

5. b-gp-cl(A,B) = b-gp-cl(b-gp-cl(A,B)). 

 

Proof:  

1. By the definition of b-gp closure, (X,Y) is the only b-gp closed set containing (X,Y). Therefore b-gp cl(X,Y) = 

Intersection of all the b-gp closed sets containing (X,Y) =∩,X,Y} = (X,Y). That is b-gp cl(X,Y) = (X,Y). By the 

definition of b-gp-closure, b-gp-cl(ϕ,ϕ) = Intersection of all the b-gp closed sets containing (ϕ,ϕ) = (ϕ,ϕ). 

That is b-gp-cl(ϕ,ϕ) = (ϕ,ϕ). 

2. By the definition of b-gp-closure of (A,B), it is obvious that (A,B) ⊆ b-gp-cl(A,B). 

3. Let (C,D) be any b-gp-closed set containing (A,B). Since b-gp-cl(A,B) is the intersection of all b-gp-closed sets 

containing (A,B), b-gp-cl(A,B) is contained in every b-gp-closed set containing (A,B). Hence in particular b-gp-

cl(A,B) ⊆ (C,D). 

4. Let (A,B) and (C,D) be subsets of (X,Y) such that (A,B) ⊆ (C,D). By the definition of b-gp-closure, b-gp-cl(C,D) 

=∩,(F,G) : (C,D) ⊆ (F,G) ∈ b-gp-C(X,Y)}. If (C,D) ⊆ (F,G) ⊆ b-gp-C(X,Y), then b-gp-cl(C,D) ⊆ (F,G). Since (A,B) ⊆ 

(C,D), (A,B) ⊆ (C,D) ⊆ (F,G) ∈ b-gp-C(X,Y), we have b-gp-cl(A,B) ⊆ (F,G). Therefore b-gp-cl(A,B) ⊆ ∩,(F,G) : 

(C,D) ⊆ (F,G) ∈ b-gp-C(X,Y)} = b- gp-cl(C,D). That is b-gp-cl(A,B) ⊆ b-gp- cl(C,D). 

5 .  Let (A,B) be any subset of (X,Y). By the definition of b-gp-closure, b-gp- cl(A,B) =∩{(F,G) : (A,B) ⊆ (F,G) ∈ 

b-gp-C(X,Y)}, If (A,B) ⊆ (F,G) ∈ b-gp-C(X,Y), then b-gp-cl(A,B) ⊆ (F,G).Since (F,G) is b-gp-closed set containing 

b-gp-cl(A,B), by (3) b-gp-cl(b-gp-cl(A,B)) ⊆ (F,G).Hence b-gp-cl(b-gp cl(A,B)) ⊆ ∩ {(F,G) : (A,B) ⊆ (F,G) ∈ b-gp-

C(X,Y)} = b-gp-cl(A,B). That is b-gp-cl(b-gp cl(A,B)) = b-gp-cl(A,B). 

Definition 4.18. Let (X,Y,ℳ) be a binary topological space and let (x,y) be a point of (X,Y). A subset (NX,NY ) of 

(X,Y) is called b-gsp-neighbourhood of (X,Y) iff there exists a b-gsp-openset (U,V) such that for (x,y) ∈ (U,V) ⊆ (NX, 

NY). 

 

Example 4.19. Le tX={a,b}, Y={a,b,c}. Clearly ℳ = ,(ϕ,ϕ),(,a},,b,c}),(,b},,a}), (X,Y)} is  a binary topology from XtoY.b-

gsp-openset=,(ϕ,ϕ),(X,,b,c}),(X,,a,c}), (X,{a,b}),(X,,c}),(X,,b}),(X,,a}),(X,ϕ),(,b},Y),(,b},,b,c}),(,b},,a,c}),(,b},{a,b}), 

(,b},,c}),(,b},,b}),(,b},,a}),(,b},ϕ),(,a},Y),(,a},,b,c}),(,a},,a,c}),(,a},,a,b}),(,a},,c}),(,,(,a},,b}),(,a},,a}),(,a},ϕ),(ϕ,,a,b}),  

(ϕ,,c}),(ϕ,,b}),(ϕ,,a}),(X,Y)}. Then 

 b-gsp-nbhds({a},{a})={(X,{a,c}),(X,{a,b}),(X,{a}),({a},Y),({a},{a,c}),({a},{a,b}), ({a},{a}),(X,Y)} 

 b-gsp-nbhds({a},{b})={(X,{b,c}),(X,{a,b}),(X,{b}),({a},Y),({a},{b,c}),({a},{a,b}), ({a},{b}),(X,Y)} 

 b-gsp-nbhds ({a},{c})={(X,{b,c}),(X,{a,c}),(X,{c}),({a},Y),({a},{b,c}),({a},{a,c}),({a},{c}),(X,Y)} 

 b-gsp-nbhds ({b},{a})={(X,{a,c}),(X,{a,b}),(X,{a}),({b},Y),({b},{a,c}),({b},{a,b}), ({b},{a}),(X,Y)} 

 b-gsp-nbhds ({b},{b})={(X,{b,c}),(X,{a,b}),(X,{b}),({b},Y),({b},{b,c}),({b},{a,b}), ({b},{b}), (X,Y)} 

 b-gsp-nbhds ({b},{c})={(X,{b,c}),(X,{a,c}),(X,{c}),({b},Y),({b},{b,c}),({b},{a,c}), ({b},{c}),(X,Y)} 

 

Theorem 4.20. Every binary neighbourhood (NX,NY) of (x,y) in (X,Y) is a b-gsp  -neighbourhood of (X,Y). 

Proof: Let (NX,NY) be a neighbourhood of point (x,y) ∈ (X,Y). To prove that (NX,NY) is a b-gsp-neighbourhood of 

(x,y) by definition of binary neighbourhood, there exists a binary open set (U,V), such that (x,y) ∈ (U,V) ⊆ 

(NX,NY). Hence (NX,NY) is b-gsp- neighbourhood of (X,Y). 
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Remark 4.21.For the most part b-gsp-neighbourhood (NX,NY) of (x,y) ∈ (X,Y) need not be a     binary neighbourhood 

of (x,y) in (X,Y) as seen from the following example. 

 

Example 4.22.Let X = {a,b}, Y = {a,b,c}. Clearly ℳ = ,(ϕ,ϕ),(,a},,c}),(,a},,a}), (,a},,a,c}),(,a},ϕ), (X,Y)} is a binary 

topology from X to Y. b-gsp-open = ,(ϕ,ϕ),(X,,b,c}),(X,,a,c}),(X,,a,b}),(X,,c}),(X,,b}),(X,,a}),(X,ϕ),({b},{a,c}),({b},{c}), 

(,b},,a}),(,b},ϕ),(,a},Y),(,a},,b,c}),(,a},,a,c}),(,a},,a,b}),(,a},,c}),(,a},,b}),(,a},,a}),(,a},ϕ),(φ,Y),(ϕ,,b,c}),  (ϕ,,a,c}),(ϕ,,a,b}), 

(ϕ,,c}),(ϕ,,b}),(ϕ,,a}),(X,Y)}. Then set ({b},Y) is b-gsp-neighbourhood of point ({b},{c}),  since the b-gsp-open set 

({b},{c}) is such that ({b},{c}) ∈ ({b},{c}) ⊆ ({b},Y). However the set ({b},Y) is not a binary neighbourhood of the point 

({b},{c}), since no binaropen set (U,V) exists such that ({b},{c}) ∈ (U,V) ⊆ ({b},Y). 

 

Theorem 4. 23. If a subset (NX,NY) of a space (X,Y,ℳ) is b-gsp-open then (NX,NY) is b-gsp -neighbourhood of 

each of its points. 

Proof: Suppose (NX,NY) is b-gsp-open. Let (x,y) ∈ (NX,NY) we claim that (NX,NY) is b-gsp-neighbourhood of (x,y) 

for (NX,NY) is a b-gsp-open set such that (x,y) ∈ (NX,NY) ⊆ (NX, NY). Since (x,y) is an arbitrary point of (NX,NY), it 

follows that (NX,NY) is a b-gsp-neighbourhood of each of its points. 

 

Theorem 4.24.Let (X,Y,ℳ)) be a binary topological space. If (F,G) is a b-gsp-closed subset of (X,Y) and (x,y) ∈ 

(F,G)c, then there exists a b-gsp-neighbourhood (NX,NY) of (x,y) such that (NX,NY) ∩ (F, G) = ϕ. 

Proof: Let (F,G) be b-gsp-closed subset of (X,Y) and (x,y) ∈ (F, G)c . Then (F,G)c is b-gsp-open subset of (X,Y) so by 

above theorem, (F,G)c contains a b-gsp- neighbourhood of each of its points. Hence there exists a b-gsp-

neighbourhood (NX,NY) of (x,y) such that (NX,NY) ⊆ (F,G) c. That is (NX, NY) ∩ (F, G) = ϕ. 

 

Definition 4.25. Let (A,B) be a subset of (X,Y). A point (x,y) ∈ (A,B) is said to be b-gsp- interior point of (A,B) is a b-

gsp-neighbourhood of (x,y). The set of all b-gsp- interior point (A,B) is called the b-gsp-interior of (A,B) and is 

denoted by b-gsp- int(A,B). 

 

Theorem 4.26.If (A,B) be a subset of (X,Y). Then b-gsp-int(A,B) = 𝖴{(U,V) : (U,V) is b-gsp-open, (U,V) ⊆ (A,B)}. 

Proof: Let (A,B) be a subset of (X,Y), (x,y) ∈ b-gsp-int(A,B) ⇔ (x,y) is a b-gsp-interior point of(A,B) ⇔ (A,B) is a b-

gsp-neighbourhood point of (x,y) ⇔ there exists b-gsp- open set (U,V) such that (x,y) ∈ (U,V) ⊆ (A,B) ⇔ (x,y) ∈ 

𝖴{(U,V) : (U,V) is b-gsp- open, (U,V) ⊆ (A,B)}.Hence b-gsp-int(A,B) = 𝖴{(U,V) : (U,V) is b-gsp-open, (U,V) ⊆ 

(A,B)}. 

 

Theorem 4.26. Let (A,B) and (C,D) be subset of (X,Y). Then 

1. b-gsp-int(X,Y) = (X,Y) and b-gsp-int(ϕ,ϕ) = (ϕ,ϕ). 

2. b-gsp-int(A,B) ⊆ (A,B). 

3. If (C,D) is any b-gsp-open set contained in (A,B), then (C,D) ⊆ b-gsp-int(A,B). 

4. If (A,B) ⊆ (C,D), then b-gsp-int(A,B) ⊆ b-gsp-int(C,D). 

5. b-gsp-int(b-gsp-int(A,B)) = b-gsp-int(A,B). 

 

Proof:  

1. Since (X,Y) and (ϕ,ϕ) are b-gsp-open sets, by Theorem 4.10 b-gsp- int(X,Y) = 𝖴{(U,V) : (U,V) is b-gsp-open, 

(U,V) ⊆ (X,Y)} = (X,Y)𝖴{all b-gsp-open sets} = (X,Y). That is b-gsp-int(X,Y) = (X,Y). Since (ϕ,ϕ) is the only b-gsp-

open set contained in (ϕ,ϕ), b-gsp-int(ϕ,ϕ) = (ϕ,ϕ). 

2. Let (x,y) ∈ b-gsp-int(A,B) ⇒ (x,y) is a b-gsp-interior point of (A,B) ⇒ (A,B) is a b-gsp-neighbourhood of (x,y) ⇒ 

(x,y) ∈ (A,B) Thus (x,y) ∈ b-gsp-int(A,B) ⇒ (x,y) ∈ (A,B). Hence  b-gsp-int(A,B) ⊆ (A,B) 

3. Let (C,D) be any b-gsp-open sets such that (C,D) ⊆ (A,B). Let (x,y) ∈ (C,D), then since (C,D) is a b-gsp-open set 

contained in (A,B). (x,y) is a b-gsp-interior point of (A,B). That is (x,y) ∈ b-gsp-int(A,B). Hence (C,D) ⊆ b-gsp-

int(A,B). 
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4. Let (A,B) and (C,D) be subset of (X,Y) such that (A,B) ⊆ (C,D). Let (x,y) ∈ b-gsp- int(A,B). Then (x,y) is a b-gsp-

interior point of (A,B) and so (A,B) is b-gsp- neighbourhood of (x,y). Since (A,B) ⊆ (C,D), (C,D) is also a b-gsp-

neighbourhood of (x,y). This implies that (x,y) ∈ b-gsp-int(C,D). Thus we have shown that (x,y) ∈ b-gsp- 

int(A,B) ⇒ (x,y) ∈ b-gsp-int(C,D). Hence b-gsp-int(A,B) ⊆ b-gsp-int(C,D). 

5. Let (A,B) be any subset of (X,Y). By the definition of b-gsp-interior, b-gsp-int(A,B) is b- gsp-open and hence b-

gsp-int(b-gsp-int(A,B)) = b-gsp-int(A,B). 

 

Theorem 4.27. If a subset (A,B) of space (X,Y) is b-gsp-open, then b-gsp-int(A,B) = (A,B). 

Proof: Let (A,B) be b-gsp-open subset of (X,Y). We know that b-gsp-int(A,B) ⊆ (A,B). Also, (A,B) is b-gsp-open set 

contained in (A,B). From Theorem 4.26.(3) (A,B) ⊆ b-gsp-int(A,B). Hence b-gsp-int(A,B) = (A,B). 

 

Theorem 4.28. If (A,B) and (C,D) are subsets of (X,Y), then b-gsp-int(A,B) 𝖴 b-gsp- int(C,D) ⊆ b-gsp-int((A,B) 𝖴 

(C,D)). 

Proof: We know that (A,B) ⊆ ((A,B) 𝖴 (C,D)) and (C,D) ⊆ ((A,B) 𝖴 (C,D). We have, by Theorem 4.26.(4), b-gsp-

int(A,B) ⊆ b-gsp-int((A,B) 𝖴 (C,D)) and b-gsp- int(C,D) ⊆ b-gsp-int((A,B)𝖴(C,D)). This implies that b-

gsp-int(A,B) 𝖴 b-gsp- int(C,D) ⊆ b-gsp-int((A,B) 𝖴 (C,D)). 

 

Theorem 4.29. If (A,B) and (C,D) are subsets of space (X,Y) then b-gsp-int((A,B) ∩(C,D))= b-gsp-int(A,B) ∩ b-gsp-

int(C,D). 

Proof: We know that (A,B) ∩ (C,D) ⊆ (A,B) and (A,B) ∩ (C,D) ⊆ (C,D). We have, by Theorem 4.26.(4), b-gsp-

int((A,B) ∩ (C,D)) ⊆ b-gsp-int(A,B) and b-gsp- int((A,B) ∩ (C,D)) ⊆ b-gsp-int(C,D).This implies that b-gsp-int((A,B) 

∩ (C,D)) ⊆ b-gsp-int(A,B) ∩ b-gsp-int(C,D) →(1). Again, let (x,y) ∈ b-gsp-int(A,B) ∩ b-gsp-int(C,D). Then (x,y) ∈ b-

gsp int(A,B) and (x,y) ∈ b-gsp-int(C,D). Hence (x,y) is a b-gsp-interior point of each of sets (A,B) and (C,D). It 

follows that (A,B) and (C,D) are b-gsp-neighbourhoods of (x,y), so that their intersection (A,B) ∩ (C,D) is also a 

b-gsp-neighbourhoods of (x,y). Hence (x,y) ∈ b-gsp-int((A,B) ∩ (C,D)).Thus (x,y) ∈ b-gsp-int(A,B) ∩ b-gsp-

int(C,D) implies that (x,y) ∈ b-gsp-int((A,B) ∩ (C,D)).Therefore b-gsp-int(A,B) ∩ b-gsp-int(C,D) ⊆ b-gsp- int((A,B) 

∩ (C,D)) → (2). From (1) and (2), we get b- gsp-int((A,B) ∩ (C,D)) = b-gsp-int(A,B) ∩ b-gsp-int(C,D). 

 

Theorem 4.30. If (A,B) is a subset of (X,Y), then b-int(A,B) ⊆ b-gsp int(A,B). 

Proof: Let (A,B) be a subset of a space (X,Y). Let (x,y) ∈ b-int(A,B) 

⇒ (x,y) ∈ 𝖴 {(U,V) : (U,V) is binary open, (U,V) ⊆ (A,B)}. 

⇒ there exists a binary open set (U,V) such that (x,y) ∈ (U,V) ⊆ (A,B). 

⇒ there exists a b-gsp open set (U,V) such that (x,y) ∈ (U,V) ⊆ (A,B), as every binary open set is a b-gsp open set in 

(X,Y). 

⇒ (x,y) ∈ 𝖴 {(U,V) : (U,V) is b-gsp open, (U,V) ⊆ (A,B)}. 

⇒ (x,y) ∈ b-gsp int(A,B). Thus (x,y) ∈ b-int(A,B) ⇒ (x,y) ∈ b-gsp int(A,B). 

Hence b-int(A,B) ⊆ b-gsp int(A,B). 

 

Definition 4.31. Let (A,B) be a subset of a space (X,Y). We define the b-gsp closure of (A,B) to be the intersection of 

all b-gsp closed sets containing (A,B), is denoted by b-gsp cl(A,B) =∩,(F,G) : (A,B) ⊆ (F,G) ∈ b-gsp C(X,Y)}. 

 

Theorem 4.32. If (A,B) and (C,D) are subsets of a space (X,Y). Then 

1. b-gsp cl(X,Y) = (X,Y) and b-gsp cl(ϕ, ϕ) = (ϕ, ϕ). 

2. (A,B) ⊆ b-gsp cl(A,B). 

3. If (C,D) is any b-gsp closed set containing (A,B) then b-gsp cl(A,B) ⊆ (C,D). 

4. If (A,B) ⊆ (C,D) then b-gsp cl(A,B) ⊆ b-gsp cl(C,D). 

5. b-gsp cl(A,B) = b-gsp cl(b-gsp cl(A,B)). 
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Proof:  

1. By the definition of b-gsp closure, (X,Y) is the only b-gsp closed set containing(X,Y). Therefore b-gsp cl(X,Y) = 

Intersection of all the b-gsp closed sets containing (X,Y) =∩,X,Y} = (X,Y). That is b-gsp cl(X,Y) = (X,Y). By the 

definition of b-gsp closure, b-gp cl(ϕ,ϕ) = Intersection of all the b-gsp closed sets containing (ϕ,ϕ) = ∩(ϕ,ϕ) 

= (ϕ,ϕ) .   That is b-gp cl(ϕ,ϕ) = (ϕ,ϕ). 

2. By the definition of b-gsp closure of (A,B), it is obvious that (A,B) ⊆ b-gsp cl(A,B). 

3. Let (C,D) be any b-gsp closed set containing (A,B). Since b-gsp cl(A,B) is the intersection of all b-gsp closed sets 

containing (A,B), b-gsp cl(A,B) is contained in every b-gsp closed set containing (A,B). Hence in particular b-

gsp cl(A,B) ⊆ (C,D). 

4. Let (A,B) and (C,D) be subsets of (X,Y) such that (A,B) ⊆ (C,D). By the definition of b-gsp closure, b-gsp cl(C,D) 

=∩,(F,G) : (C,D) ⊆ (F,G) ∈ b-gsp C(X,Y)}. If (C,D) ⊆ (F,G) ⊆ b-gsp C(X,Y), then b-gsp cl(C,D) ⊆ (F,G). Since (A,B) 

⊆ (C,D), (A,B) ⊆ (C,D) ⊆ (F,G) ∈ b-gsp C(X,Y), we have b-gsp cl(A,B) ⊆ (F,G). Therefore b-gsp cl(A,B) ⊆ ∩,(F,G) 

: (C,D) ⊆ (F,G) ∈ b-gsp C(X,Y)} = b-gsp cl(C,D). That is b-gsp cl(A,B) ⊆ b-gsp cl(C,D). 

5. Let (A,B) be any subset of (X,Y). By the definition of b-gsp closure, b-gsp cl(A,B) = ∩{(F,G) : (A,B) ⊆ (F,G) 

∈ b-gsp C(X,Y)}, If (A,B) ⊆ (F,G) ∈ b-gsp C(X,Y), then b-gsp cl(A,B) ⊆ (F,G).Since (F,G) is b-gsp closed set 

containing b-gsp cl(A,B), by (3) b-gsp cl(b-gsp cl(A,B)) ⊆ (F,G).Hence b-gsp cl(b-gsp cl(A,B)) ⊆ ∩ {(F,G) : (A,B) ⊆ 

(F,G) ∈ b-gsp C(X,Y)} = b-gsp cl(A,B). That is b-gsp cl(b-gsp cl(A,B)) = b-gsp cl(A,B). 

      

CONCLUSION 
 

In this paper, we had introduced and studied the concept of b-gp(b-gsp) closed sets, b-gp(b-gsp)  open sets, b-

gp(b-gsp) neighbourhoods, b-gp(b-gsp) interior and  b-gp(b-gsp) closure of a set using the concept of b-gp(b-gsp) 

open sets  in  binary topological spaces and interrogate some of their characterizations. Further we obtained  some 

important results, such as for every binary neighbourhood is b-gp(b-gsp)  neighbourhood, binary  gp(b-gsp)  

interior of space (X,Y) = (X,Y) and binary gp(b-gsp)  interior of empty set    is empty set. Also we found the subset 

(C,D) is any b-gp(b-gsp) closed set containing (A,B) then b-gp(b-gsp)  cl(A,B)⊆ (C,D). 
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We investigate the notion of Nθ-I closed sets in nano ideal topological space using the nano ideal closure 

operator Nclθ*(F) = {x ∈ U/Ncl*(Z) ∩ F≠ ∅, for every Z∈N(x)}.Also, study some topological properties of 

Nθ-I-interior, Nθ-I-derived set, Nθ-I-border, Nθ-I-frontier and Nθ-I-exterior in this space. The collection 

described here are properly lies in the middle of Nθ-closed sets and N-closed sets. 
 

Keywords: nano ideal topological space, N-closed set, Nθ-closed set, Nθ-I-closed sets, Nθ-I-open sets. 

 

1. INTRODUCTION 

 

In a topological space, introduced ideals [10] were done by Kuratowski. A non-empty sub-collection I of P(U) is 

defined as an ideal if it satisfies: 1.Heredity: F ∈ I and H ⊆ F implies H ∈ I, and 2. Finite additivity: F ∈ I, H ∈ I implies 

H ∪ F ∈ I. It was the work of Vaidhyanathaswamy [14], Joseph et al. [6], and Dontchev et al. [5] which was explored 

the characteristics of ideal topological spaces. The first step of nano topological space was initiated by Lellis Thivagar 

et al. [8] in the year of 2013. Let U be a universe and R be an equivalence relation on U. Take X ⊆ U which is defined 

in terms of lower and upper approximations and boundary region on it. The pair (U, N) is called the nano 

topological space. The members of nano topological space are said to be nano open sets in U, and its complements 

are denoted by nano closed sets or simply write N-opn sets and N-cld sets, respectively. They also defined the nano 

interior and nano closure, namely Nint and Ncl, respectively. The structure of nano ideal topological space was 
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found by Parimala et al. [11, 12, 13] and also discussed its basic characteristics in this space. A nano topological space 

(U, N) with ideal I on U is called a nano ideal topological space [13] or simply mentioned by (U, N, I). In 1968, a 

subclass of closed set namely θ-closed set was defined by Velicko [15]. Dickman et al. [3, 4], Joseph [7], Long et al. [9], 

and M. Caldas et al. *2+ continued the work of Velicko. Akdag *1+ introduced and investigated the concept of θ-I-

open sets. In a topological space (X, τ), a subset F is defined as θ-I-closed if clθ*(F) = F where clθ*(F) = {x ∈ X ⁄ cl*(U) ∩ 

F ≠ ∅ for every U ∈ τ(x)}. The motive of this article is to investigate the concept of Nθ-I-open sets and the important 

properties of Nθ-I-interior, Nθ-I-derived set, Nθ-I-border, Nθ-I-frontier and Nθ-I-exterior of nano ideal topological 

space or simply NITS.  

 

2. Nθ-I-OPEN SETS 

Definition 2.1 In an NITS (U, N, I), F ⊆ U. Then, the closure operator called nano ideal theta closure of F ⊆ U is 

defined as: 1. Nclθ*(F) = {x ∈ U ⁄ Ncl*(Z) ∩ F≠ ∅ for every Z ∈ N(x)}. Where N(x)= ,Z ⁄ Z is N-opn, x ∈ N}. If Nclθ*(F) = 

F, then F is known as Nθ-I-closed set, or simply Nθ-I-cld and its complement is Nθ-I-open set or simply write Nθ-I-

opn. We denote Nθ-I(x) = ,Z ⁄ Z is Nθ-I-opn, x ∈ Z}. 

 

Example 2.2 Let U = {d1, d2, d3, d4}, X = {d3, d4} ⊆ U, U/R = {{d1, d3}, {d2}, {d4}}, N = {U, ∅,{d4}, {d1, d3}, {d1, d3, d4}}, and 

an ideal I = {∅, {d4}}. Let F = {d1, d2, d3}, then Nclθ*(F) = {d1, d2, d3}. Hence F is Nθ-I-cld and Fc = {d4} is Nθ-I-opn.  

 

Theorem 2.3 Ncl(F) ⊆ Nclθ*(F),for any F ⊆ U. 

Proof If x ∈ Ncl(F), then Z ∩ F ≠ ∅ for every Z ∈ N(x). Since Z ⊆ Ncl*(Z), Z ∩ F ⊆ Ncl*(Z) ∩ F and hence Ncl*(Z) ∩ F ≠ ∅. 

Therefore, x ∈ Nclθ*(F). Thus, Ncl(F) ⊆ Nclθ*(F). 

 

Remark 2.4 Ncl(F) ≠ Nclθ*(F). For example, Let U = {q1, q2, q3, q4}, X = {q3, q4} ⊆ U, U/R = {{q2}, {q4}, {q1, q3}}, N = {U, ∅, 

{q4}, {q1, q3}, {q1, q3, q4}}, and an ideal I = {∅, {q4}}. Let F = {q2, q4}, Ncl(F) = {q2, q4}, and Nclθ*(F) = U then Ncl(F) ≠ 

Nclθ*(F).    
 

Theorem 2.5 Nclθ*(F) = Ncl(F), if F is N-opn set. 

Proof Let F⊆ U, F be an N-opn set. We know that Ncl (F) ⊆ Nclθ*(F). Let x ∈ Nclθ*(F), then F ∩ Ncl*(Z) ≠ ∅ for every Z 

∈ N(x). If F ∩ Z = ∅, Z ⊆ Fc. Since F is N-opn set, Fc is N-cld set. That is, Fc is an N-cld set containing Z. But Ncl(Z) is 

the smallest N-cld set containing Z. Hence Ncl (Z) ⊆ Fc. Thus, Ncl(Z) ∩ F = ∅. There is a contradiction. Therefore, F ∩ 

Z ≠ ∅ for every Z ∈ N(x). Therefore, Ncl(F) ⊇ Nclθ*(F). Hence, Nclθ*(F)= Ncl(F). 

 

Theorem 2.6 Nclθ*(F) ⊆ Nclθ*(Nclθ*(F)), for any F ⊆ U. 

Proof Let x ∈ Nclθ*(F). For any Z ∈ N(x), x ∈ Ncl*(Z). Thus, x ∈ Nclθ*(F) ∩ Ncl*(Z) and therefore, Nclθ*(F) ∩ Ncl*(Z) ≠ 

∅ for every Z ∈ N(x). Hence x ∈ Nclθ*(Nclθ*(F)). That is Nclθ*(F) ⊆ Nclθ*(Nclθ*(F)). 

 

Remark 2.7 Nclθ*(F) ≠ Nclθ*(Nclθ*(F)). That is, Nclθ*(F) is not Nθ-I-cld set. For example, If U = {q1, q2, q3, q4}, X = {q3, 

q4} ⊆ U, U/R = {{q2}, {q4}, {q1, q3}}, N = {U, ∅, {q4}, {q1, q3}, {q1, q3, q4}}, and an ideal I = {∅, {q4}}. Let F = {q4}, Nclθ*(F) = {q3, 

q4}, and Nclθ*(Nclθ*(F)) = U then Nclθ*(F) ≠ Nclθ*(Nclθ*(F)). 

 

Theorem 2.8 Nclθ*(F) is N-cld, for any subset F of U. 

Proof We know that Nclθ*(F) ⊆ Ncl(Nclθ*(F)) and it is enough to prove Ncl(Nclθ*(F))⊆ Nclθ*(F). Let x ∈ Ncl(Nclθ*(F)). 

Then Nclθ*(F) ∩ Z ≠ ∅ for every Z ∈ N(x). Let t ∈ Nclθ*(F) ∩ Z, then t ∈ Z and t ∈ Nclθ*(F). Since Z ∈ N(t) and t ∈ 

Nclθ*(F), F ∩ Ncl*(Z) ≠ ∅. Hence, x ∈ Nclθ*(F) and so Nclθ*(F) is N-cld. 

 

Theorem 2.9 In an NITS (U, N, I) and F, H ⊆ U. For the nano ideal theta closure operator Nclθ*(F), the following 

properties hold: 
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(i) Nclθ*(∅) = ∅ and Nclθ*(U) = U. 

(ii) F ⊆ Nclθ*(F). 

(iii) If F ⊆ H, then Nclθ*(F) ⊆ Nclθ*(H). 

(iv) Nclθ*(F ∪ H) = Nclθ*(F) ∪ Nclθ*(H). 

(v) Nclθ*(F ∩ H) ⊆ Nclθ*(F) ∩ Nclθ*(H). 

 

Proof  

(i) Obvious. 

(ii) Let x ∈ F. Then Z ∩ F ≠ ∅ for any Z ∈ N(x). Hence Ncl*(Z) ∩ F ≠ ∅, since F ∩ Z ⊆ Ncl*(F) ∩ F. Therefore, x ∈ Nclθ*(F). 

(iii) Suppose x ∉ Nclθ*(H), then ∃ a Z ∈ N(x) such that Ncl*(Z) ∩ H = ∅ and so Ncl*(Z) ∩ F = ∅. There is a 

contradiction. 

(iv) Since F ⊆ F ∪ H and H ⊆ F ∪ H, by (iii) Nclθ*(F) ⊆ Nclθ*(F ∪ H) and Nclθ*(H) ⊆ Nclθ*(F ∪ H). Therefore, Nclθ*(F) ∪ 

Nclθ*(H) ⊆ Nclθ*(F ∪ H). For the reverse, let x ∈ Nclθ*(F ∪ H). Then for every Z ∈ N(x), such that Ncl*(Z) ∩ (F ∪ H) ≠ ∅. 

Therefore, Ncl*(Z) ∩ F ≠ ∅ or Ncl*(Z) ∩ H ≠ ∅, and so x ∈ Nclθ*(F) or x ∈ Nclθ*(H). Hence, x ∈ Nclθ*(F) ∪ Nclθ*(H). 

Therefore, Nclθ*(F ∪ H) ⊆ Nclθ*(F) ∪ Nclθ*(H).           

(v) Since F ∩ H ⊆ F and F ∩ H ⊆ H, by (iii)Nclθ*(F ∩ H) ⊆ Nclθ*(F) and Nclθ*(F ∩ H) ⊆ Nclθ*(H). Therefore, Nclθ*(F ∩ 

H) ⊆ Nclθ*(F) ∩ Nclθ*(H). 

 

Corollary 2.10 If F and H are Nθ-I-cld sets, then F ∪ H is an Nθ-I-cld set. 

Proof If F and H are Nθ-I-cld sets. Then Nclθ*(F) = F and Nclθ*(H) = H. Therefore, Nclθ*(F ∪ H) = Nclθ*(F) ∪ Nclθ*(H) = 

F ∪ H and hence, F ∪ H is Nθ-I-cld set. 

 

Corollary 2.11 If F and H are Nθ-I-closed sets, then F ∩ H is a Nθ-I-cld set. 

Proof Nclθ*(F) = F and Nclθ*(H) = H, since F and H are Nθ-I-cld sets. Therefore, Nclθ*(F ∩ H) ⊆ Nclθ*(F) ∩ Nclθ*(H) =F 

∩ H. Hence F ∩ H is Nθ-I-cld set. 

 

Remark 2.12 Nθ-I-closed sets forms topology from Corollary 2.10 and Corollary 2.11. 

From the given example, it is clear that the reversal direction(v) of Theorem 2.9. is not always true. Let U = {m1, m2, 

m3, m4}, X = {m3, m4} ⊆ U, U/R = {{m2}, {m4}, {m1, m3}}, N = {U, ∅, {m4}, {m1, m3}, {m1, m3, m4}} and an ideal I = {∅, {m4}}. 

Let F = {m1}, H = {m2}. Then F ∩ H = ∅, Nclθ*(F) = {m1, m2, m3}, Nclθ*(H) = {m1, m2, m3}, Nclθ*(F) ∩ Nclθ*(H) = {m1, m2, 

m3} and   Nclθ*(F ∩ H) = ∅. Therefore, Nclθ*(F ∩ H) ⊉ Nclθ*(F) ∩ Nclθ*(H). 
 

 

3. Nθ-I-DERIVED SET, Nθ-I-INTERIOR AND Nθ-I-BORDER 
 

Definition 3.1 In an NITS (U, N, I), F ⊆U. If (F – ,x}) ∩ Z ≠ ∅ for each Z ∈ Nθ-I(x) = ,Z/ Z is Nθ-I-open, x ∈ Z}, then x is 

an Nθ-I-limit point of F, and NDrθ*(F) mentions all its collection of F. 

 

Theorem 3.2 For the subsets F and H of an NITS (U, N, I), the given below are true: 

(i) If F ⊆ H, then NDrθ*(F) ⊆ NDrθ*(H). 

(ii) NDrθ*(F) ∪ NDrθ*(H) ⊆ NDrθ*(F ∪ H). 

(iii) NDrθ*(F ∩ H) ⊆ NDrθ*(F) ∩ NDrθ*(H). 

(iv) NDrθ*(NDrθ*(F)) – F ⊆ NDrθ*(F). 

 

Proof (i) If x ∉ NDrθ*(H), then x is not an Nθ-I-limit point of H. Therefore, ∃ a Z ∈ Nθ-I(x), such that (H – {x}) ∩ Z= ∅. 

But Z∩ (F – {x})⊆ (H – {x}) ∩ Z= ∅. Hence, x ∉ NDrθ*(F). Therefore, there is a contradiction. 
(ii) Since F ⊆ F∪ H and H⊆F∪ H, by (i) NDrθ*(F) ⊆ NDrθ*(F ∪ H) and NDrθ*(H) ⊆ NDrθ*(F ∪ H). Hence NDrθ*(F) ∪ 

NDrθ*(H) ⊆ NDrθ*(F ∪ H). 

(iii) Since H ∩ F ⊆ F and H ∩ F ⊆ H again by (i), the proof is complete. 
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(iv)If x ∈ NDrθ*(NDrθ*(F)) – F, then (NDrθ*(F) – ,x}) ∩ Z ≠ ∅ for Z ∈ Nθ-I(x). Let y ∈ (NDrθ*(F) – {x}) ∩ Z. Since y ∈ 

NDrθ*(F) – {x} and y belongs to Z, Z ∩ (F – ,y}) ≠ ∅. Let j ∈ Z ∩ (F – ,y}). Then x ≠ j for x ∉ F and j∈ F. Therefore, x ∈ 

NDrθ*(F). 

The given below example illustrates the reversal part of Theorem 3.2 (iv), which may not be true in general. Let U = 

{q1, q2, q3, q4}, X = {q3, q4} ⊆ U, U/R = {{q2}, {q4}, {q1, q3}}, N = {U, ∅, {q4}, {q1, q3}, {q1, q3, q4}}, and an ideal I = {∅, {q4}}. 

Take F = {q3}. Then NDrθ*(NDrθ*(F)) – F ⊉ NDrθ*(F). 

 

Definition 3.3 Let a point x ∈ U be Nθ-I-interior point or simply Nθ-I-IP of F if ∃ Z ∈ Nθ-I(x), such that Z ⊆ F. 

Nintθ*(F) is the collection of Nθ-I-IP’s of F. 

 

Theorem 3.4 For the subsets F and H of an NITS (U, N, I), the given below holds: 

(i) Nintθ*(F) is the for most Nθ-I-opn set contained in F. 

(ii)F is Nθ-I-opn set iff F = Nintθ*(F). 

(iii) If F ⊆ H, then Nintθ*(F) ⊆ Nintθ*(H). 

(iv) Nintθ*(F) = F – NDrθ*(Fc). 

(v) (Nintθ*(F))c= Nclθ*(Fc). 

(vi) Nintθ*(Nintθ*(F)) ⊆ Nintθ*(F). 

(vii)Nintθ*(F) ∪ Nintθ*(H) ⊆ Nintθ*(F ∪ H). 

(viii)Nintθ*(F) ∩ Nintθ*(H) = Nintθ*(F ∩ H). 

 

Proof  

i) If x ∈ Z and Z is an Nθ-I-opn subset of F, then x ∈ Z ⊆ F. Since Z is an Nθ-I-opn set,   x is the Nθ-I-IP of F. 

Therefore, for x ∈ Z implies that x ∈ Nintθ*(F). This implies that every Nθ-I-opn subset of F is contained in Nintθ*(F). 

Therefore, Nintθ*(F) is the for most Nθ-I-opn set contained in F. 

(ii) Let F be an Nθ-I-opn set. Since Nintθ*(F) is the for most Nθ-I-opn subset of F,Nintθ*(F) = F. Converse is clear by 

(i). 

(iii) Let F ⊆ H, x ∈ Nintθ*(F). Then ∃ Z ∈ Nθ-I(x), such that x ∈ Z ⊆ F. Therefore, x ∈ Z ⊆ F ⊆ H that is x ∈ Z ⊆ H and 

hence x ∈ Nintθ*(H). Therefore, Nintθ*(F) ⊆ Nintθ*(H).  

(iv) If x ∈ F – NDrθ*(Fc), then x ∉ N Drθ*(Fc) and so ∃ Z ∈ Nθ-I(x), such that for (Fc) ∩ Z= ∅ and x ∈ Z ⊆ F. Hence x ∈ 

Nintθ*(F). (i.e.) F – NDrθ*(Fc) ⊆ Nintθ*(F). For the reverse, if x ∈ Nintθ*(F), then x ∉ NDrθ*(Fc), since Nintθ*(F) is Nθ-I-

opn set and Nintθ*(F) ∩ (Fc) = ∅. Hence, Nintθ*(F) ⊆ F – NDrθ*(Fc). Therefore, Nintθ*(F) = F – NDrθ*(Fc). 

(v) U –Nintθ*(F)= U – (F – NDrθ*(Fc) = (Fc) ∪ NDrθ*(Fc) = Nclθ*(Fc). 

(vi) Since Nintθ*(F) ⊆ F, by (iii), Nintθ*(Nintθ*(F)) ⊆ Nintθ*(F).   

(vii) Since F ⊆ (F∪ H) and H ⊆ (F∪ H) by (iv), Nintθ*(F) ⊆ Nintθ*(F ∪ H) and Nintθ*(F) ⊆ Nintθ*(F ∪ H). Therefore, 

Nintθ*(F) ∪ Nintθ*(F) ⊆ Nintθ*(F ∪ H). 

(viii)Since (Nintθ*(F ∩ H))c=Nclθ*(F ∩ H)c =Nclθ*(Fc ∪ Hc)= Nclθ*(Fc) ∪ Nclθ*(Hc) = (Nintθ*(F))c ∪ (Nintθ*(H))c. Hence, 

Nintθ*(F) ∩ Nintθ*(H) =Nintθ*(F ∩ H). 

 

Theorem 3.5 Nθ-I(U) = {Z ∈ U ⁄ Z is Nθ-I-opn} is a topology. 

Proof (i) Since ∅ and U are Nθ-I-cld, they are Nθ-I-opn, and hence ∅ and U ∈ Nθ-I(U). 

(ii) If Fi ∈ Nθ-I(U), then each Fi  is Nθ-I-opn in U, and hence Nintθ*(Fi) = Fi for each i. Let F =∪i Fi. Consider Nintθ*(F) = 

Nintθ*(∪i Fi) ⊇ ∪i Nintθ*(Fi) = ∪i  Fi = F. (i.e.) F ⊆ Nintθ*(F). But Nintθ*(F) is a subset of F. Therefore, Nintθ*(F) = F. Thus, F 

is Nθ-I-opn. Hence, arbitrary union of members of Nθ-I(U) belong to Nθ-I(U).  

(iii) Let F and H ∈ Nθ-I(U). Then F, H are Nθ-I-opn and hence Nintθ*(F) = F and Nintθ*(H) = H. Consider Nintθ*(F ∩ H) 

⊆ Nintθ*(F) ∩ Nintθ*(H) = F ∩ H and hence F ∩ H ∈ Nθ-I(U) whenever F, H ∈ Nθ-I(U). Thus, Nθ-I(U) is a topology. 

 

Remark 3.6 Nθ-I(U) ⊆ N(U), since every Nθ-I-opn set is N-opn. 

 

Definition 3.7 The Nθ-I-border of F is defined by NBrθ*(F) = F – Nintθ*(F). 
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Theorem 3.8 In an NITS (U, N, I), for any subsets F and H of U, the given below holds: 

(i) Nintθ*(F) ∩ NBrθ*(F) = ∅. 

(ii) F is Nθ-I-opn set iff NBrθ*(F) = ∅. 

(iii) NBrθ*(Nintθ*(F)) = ∅. 

(iv)Nintθ*(NBrθ*(F)) = ∅. 

(v) NBrθ*(NBrθ*(F)) = NBrθ*(F). 

(vi)NBrθ*(F) = Nclθ*(Fc) ∩ F. 

(vii) NBrθ*(F) = NDrθ*(Fc) 

 

Proof (i)Nintθ*(F) ∩ NBrθ*(F) = Nintθ*(F) ∩ (F – Nintθ*(F)) = Nintθ*(F) ∩ (F ∩ (U – Nintθ*(F))) = Nintθ*(F) ∩ ∅ = ∅. 

(ii) The proof is obvious. 

(iii) NBrθ*(Nintθ*(F)) = Nintθ*(F) – Nintθ*(Nintθ*(F)) = Nintθ*(F) – Nintθ*(F) = ∅. 

(iv) Let x ∈ Nintθ*(NBrθ*(F)), then x ∈ NBrθ*(F). Since NBrθ*(F) ⊆ F, x ∈ Nintθ*(NBrθ*(F)) ⊆ Nintθ*(F). Hence, x ∈ 

Nintθ*(F) ∩ NBrθ*(F) which contradicts (i). Thus, Nintθ*(NBrθ*(F)) = ϕ 

(v)NBrθ*(NBrθ*(F)) = NBrθ*(F) – Nintθ*(NBrθ*(F)) = NBrθ*(F),by (iv).  

(vi) NBrθ*(F) = F – Nintθ*(F) = F– (U– Nclθ*(Fc)) = Nclθ*(Fc) ∩ F. 

(vii) NBrθ*(F) = F – Nintθ*(F) = F – (F – NDrθ*(Fc)) = NDrθ*(Fc). 

 

4. Nθ-I-FRONTIER AND Nθ-I-EXTERIOR 
 

Definition 4.1 NFrθ*(F) = Nclθ*(F) – Nintθ*(F) is the Nθ-I-frontier of F. 

Theorem 4.2 In an NITS (U, N, I), the given below are holds for F ⊆ U. 

(i) Nclθ*(F) = Nintθ*(F) ∪ NFrθ*(F). 

(ii) Nintθ*(F) ∩ NFrθ*(F) = ∅. 

(iii)NBrθ*(F) ⊆ NFrθ*(F). 

(iv)NFrθ*(F) = Nclθ*(F) ∩ Nclθ*(Fc). 

(v) NFrθ*(Nintθ*(F)) ⊆ NFrθ*(F). 

(vi) Nintθ*(F) = F – NFrθ*(F). 

 

Proof 

(i) Nintθ*(F) ∪ NFrθ*(F) = Nintθ*(F) ∪ (Nclθ*(F) – Nintθ*(F)) = Nclθ*(F). 

(ii) Nintθ*(F) ∩ NFrθ*(F) = Nintθ*(F) ∩ (Nclθ*(F) – Nintθ*(F)) = ∅. 

(iii) NBrθ*(F) = F – Nintθ*(F) ⊆ Nclθ*(F) – Nintθ*(F) = NFrθ*(F). 

(iv) NFrθ*(F) = Nclθ*(F) – Nintθ*(F) = Nclθ*(F) ∩ Nclθ*(Fc). 

(v) NFrθ*(Nintθ*(F)) = Nclθ*(Nintθ*(F)) – Nintθ*(Nintθ*(F)) ⊆ Nclθ*(F) – Nintθ*(F) = NFrθ*(F).     

(vi) F – NFrθ*(F) = F ∩ (NFrθ*(F))c = F ∩ (Nclθ*(F) – Nintθ*(F))c = F ∩ ((Nclθ*(F))c ∩ (Nintθ*(F))c) = F ∩ ((Nclθ*(F))c ∪ 

(Nintθ*(F)) = ∅ ∪ Nintθ*(F) = Nintθ*(F). 

The reverse implication of Theorem 4.2 (iii) fails the given below example. Let U = {m1, m2, m3, m4} be the universe, X 

= {m1, m3} ⊆ U, U⁄R = ,,m1}, {m2, m3}, {m4}}, N = {U, ∅, {m1}, {m2, m3}, {m1, m3, m3}}, and an ideal I = {∅}. Take F = {m1}. 

Then NFrθ*(F) = {m1, m4} and NBrθ*(F) = {m1}. Therefore, NBrθ*(F) ⊉ NFrθ*(F). 

 

Definition 4.3 Nθ-I-exterior of F is denoted by NExtθ*(F) = Nintθ*(Fc). 

Theorem 4.4 In an NITS, the given below holds for F ⊆ U. 

(i) NExtθ*(F) = (Nclθ*(F))c. 

(ii)  NExtθ*(F) is Nθ-I-opn set. 

(iii) NExtθ*(NExtθ*(F)) = Nintθ*(Nclθ*(F)). 

(iv) If F ⊆ H, then NExtθ*(F) ⊇ NExtθ*(H) 

(v) NExtθ*(F ∪ H) =NExtθ*(F) ∩ NExtθ*(H). 

(vi) NExtθ*(F ∩ H) ⊇ NExtθ*(F) ∪ NExtθ*(H). 
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(vii) NExtθ*(U) = ∅ and NExtθ*(∅) = U. 

(viii) Nintθ*(F) ⊆ NExtθ*(NExtθ*(F)). 

(ix)NExtθ*(F) = NExtθ*(NExtθ*(F))c. 

 

Proof  

(i)NExtθ*(F) = Nintθ*(Fc) = (Nclθ*(F))c. 

(ii) By Definition 4.3, the proof is clear. 

(iii) NExtθ*(NExtθ*(F)) = NExtθ*(Nintθ*(Fc) = NExtθ*(Nclθ*(F))c = Nintθ*((Nclθ*(F))c)c  = Nintθ*(Nclθ*(F)). 

(iv) Since F ⊆ H, Nintθ*(Hc) ⊆ Nintθ*(Fc). Hence, clear by Definition 4.3. 

(v) NExtθ*(F ∪ H) = Nintθ*(F∪ H)c = Nintθ*(Fc ∩ Hc) =Nintθ*(Fc) ∩ Nintθ*(Hc) = NExtθ*(F) ∩ NExtθ*(H). 

(vi) NExtθ*(F ∩ H) = Nintθ*(F ∩ H)c = Nintθ*(Fc∪ Hc) ⊇ Nintθ*(Fc) ∪ Nintθ*(Hc) = NExtθ*(F) ∪ NExtθ*(H). 

(vii) The proof is obvious. 

(viii)Nintθ*(F) ⊆ Nintθ*(Nclθ*(F))=Nintθ*(Nintθ*(Fc))c = Nintθ*(NExtθ*(F))c = NExtθ*(NExtθ*(F)). 

(ix) NExtθ*(NExtθ*(F))c = NExtθ*(Nintθ*(Fc))c = Nintθ*((Nintθ*(Fc))c)c = Nintθ*(Nintθ*(Fc)) = Nintθ*(Fc) = NExtθ*(F). 

 

DISCUSSION AND CONCLUSION  

 
The outcomes of this study have provided insights into the Nθ-I-closed sets in nano ideal topological space. We 

investigated the closure operator Nclθ*(F) for a subset F of the universe U. The collection of Nθ-I-open sets created 

topology. The collection described here properly lies between Nθ-closed sets and N-closed sets. The correlation of 

Nintθ*(F) with Nclθ*(F) also deduced. Nθ-derived set of F is defined as the set of Nθ-I-limit point of F and studied its 

basic properties. Also studied the Nθ-I-exterior, Nθ-I-frontier and Nθ-I-border of subset F and their important 

properties. 
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Chilli (Capsicum annuum L.), an important vegetable crop in India. It is sensitive to climate changes and 

environmental conditions. The aim of this study was to assess the stability of 19 test hybrids for their 

yield and yield components along with two commercial check hybrids (Indam-5 and Tejaswini) at three 

different locations. Genotype  Environment interaction were estimated by three methods viz., Eberhart 

and Russell model. Variance due to Genotype × Environment Interactions (G×E) were significant for all 

the characters except days to fifty percent flowering and fruit width. Among the above studied hybrids, 

the hybrid AUCH-16 showed stable performance with high mean, non-significant deviation from 

regression (S2di) and regression around unity so they are advised for commercial cultivation. The hybrid 

AUCH-13 recorded as most stable hybrid in poor unfavourable environments and AUCH-3 as stable 

hybrid with a low mean value in favourable environments. Therefore, the stability models such as mean, 

regression coefficient, squared deviation, indicated that AUCH-16 could be recommended for commercial 

cultivation under varied environments.  
 

Keywords: Capsicum annuum, Chilli, Genotype × Environments, Stability analysis.  

 

 

 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

76086 

 

   

 

 

INTRODUCTION 

 

Chilli (Capsicum annuum L.) is one of the most important commercial crops of India. It is grown almost throughout 

the country. There are more than 400 different varieties of chillies found all over the world. It is also known as hot 

pepper, cayenne pepper, sweet pepper, bell pepper, etc., chilli is one of the spices and vegetable crops of Solanaceae 

family. Capsicum species have been widely used in food as well as in pharmaceutical Industries. Its properties 

comprise high antioxidant capacity and content of several healthy related compounds including Vitamin C, 

Carotenoids and Capsaicinoids (Maria de Lourdes Reyes-Escogido et al., 2011). Chilli is valued for its pungency and 

colour aspects in food industries. Most of the economic traits in chilli are vulnerable to environmental fluctuations 

(WANI et al., 2013). Pungency is due to crystalline alkaloid called capsaicin, present in the placenta of fruits. The red 

colour of chilli pigment is due to capsanthin. Given the economic importance of Chilli, it is imperative that the 

released chilli hybrids exhibit consistent yield per unit area. However, due to environmental effects the genotypes 

tend to perform in a varied manner at each environment. Thereby, an assessment of the trait yield and its 

components are necessary in the wake of unprecedented climate change events. Stable chilli hybrids can be identified 

under different environment conditions by employing various stability models. The most widely used model was 

proposed by Eberhart and Russell (1966). Identification of the climatic variables that contribute most to genotype  

environment (GE) interactions could help breeders to understand the pattern of these interactions. The present 

study was undertaken to identify high yielding and stable chilli hybrids in different environmental conditions for its 

cultivation. The main objectives are to evaluate 19 chilli hybrids for yield and yield components under various 

growing environments to identify the best performing and stable hybrids for recommendations to farmers and to 

estimate (GE) interaction for grain yield and its components. Multi-environmental or multi-locational testing of 

genotypes provides an opportunity to plant breeders to identify the adaptability of a genotype to a particular 

environment and also stability of genotype over different environments. 

 

MATERIALS AND METHODS 

 
The present investigation ‚Studies on stability analysis for yield and yield components in chilli hybrids (Capsicum 

annuum L.) was undertaken during 2019-2021. Stability analysis was carried out at three locations namely, 

Chidambaram (E1), Namakkal (E2) and Attur (E3). Seventeen hybrids with two checks were sown at the nursery area 

separately in rows and the 40 days young seedlings were transplanted to the main field. The chilli seedlings were 

planted in a single row of 5m length with the spacing of 45  30 cm. The experiments were laid out in Randomized Block 

Design (RBD) with three replications. For each hybrid a total of fifteen plants per replication were maintained.  

Recommended package of practice and plant protection measures were followed to raise the crop to obtain good 

yield and yield attributing components.  The observations were recorded after field evaluation studied from five 

randomly selected plants from each hybrid per replication for the following characters.  Nine traits viz., days to 50 

percent flowering, plant height, plant width, fruit length, fruit width, average number of fruits per plant, average 

number of seeds per fruit, thousand seed weight, dry chilli fruit yield per plot genotypes were assessed for stability 

of performance over in environments in accordance with method described by Eberhart and Russel Model (1966). 

 

RESULTS AND DISCUSSION  
 

The mean data averaged over replications for the genotypes over three environments for each of the nine characters 

were subjected to pooled analysis and their results were subjected to pooled analysis and their result were presented in 

Table 2. The mean sum of squares due to genotypes, environments and GE were tested against mean squares due to 

pooled error and were highly significant for all the characters except days to 50% flowering and fruit width and 

satisfied the requirement of stability. Significant GE for maximum characters indicate select a stable genotypes from this 
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group of materials. The mean sum of squares due to treatments was highly significant for all the nine characters 

studied in this experiment. Analysis revealed that, the genotypes and environments were significant for all the 

characters studied and environments were significant for all the characters studied except days to fifty percent 

flowering and fruit width, indicating the diversity among the genotypes and environments studied. The GE 

interactions were significant for the characters plant height, plant width, fruit length, average number of fruits per plant, 

average number of seeds per fruit, thousand seed weight and dry chilli fruit yield per plant implying different 

behaviour of genotypes under three locations for these characters. The GE interactions for the remaining two 

characters were found non-significant. Therefore, further analysis of stability was not carried out for these characters.  

Partitioning of sum of squares into that of varieties, Environments + (Genotype  Environment) and pooled error 

revealed that mean squares due to Environments + (Genotypes  Environments) were significant for the characters 

viz., plant height, plant width, fruit length, average number of fruits per plant, average number of seeds per fruit, 

thousand seed weight and dry chilli fruit yield per plot reemphasizing the existence of GE interactions for these 

traits. These results are in agreement with the previous observations of Lohithaswa et al. (2001), Tembrune  

and Rao (2013) and Kranthi Rekha et al. (2016) in chilli. 

Environmental index  

Environmental indices of nine characters viz., days to fifty percent flowering, plant height, plant width, fruit length, 

fruit width, average number of fruits per fruit, average number of seeds per fruit, thousand seed weight and dry 

chilli fruit yield per plot are presented in Table 17. The environmental indices for three environments revealed that 

among the nine characters, eight characters were negative and only thousand seed weight was positive in E1. E2 was 

best for plant height, fruit length, fruit width, average number of fruits per plant, average number of seeds per fruit, 

thousand seed weight and dry chilli fruit yield per fruit. E3 was best for days to fifty percent flowering, plant weight, 

plant width and dry chilli fruit yield per fruit. Among the three environments E2 found to be more favourable in 

comparison with E1 and E3. A perusal of the results on environmental index for various traits under different 

environments suggested variable response of the environments to the different traits studied. Lohithaswa et al. (2001) 

and Temabhrune and Rao (2013) in chilli who also reported variable response of the environments to different traits.  

 

Eberhart and Russell Model 

The genotypes were grouped into four categories namely, Group I - High mean and low variation Group II - High 

mean and high variation Group III - Low mean and low variation Group IV - Low mean and high variation. Group I 

includes several parameters they are, days to fifty percent flowering includes group I and II,  

plant height, dry chilli fruit yield per plot includes group I, II, III and IV, plant width includes group I and II, fruit 

length includes group I, II and III, fruit width includes group I and II, average number of fruits per plant, average 

number of seeds per fruit, Thousand seed weight includes group I and II. The hybrids falling in Group I will have 

average responsiveness and highly stable over environments. Hybrids in Group II will have above or below average 

responsiveness that is they will be suited for stress or favourable environments and will be stable in respective 

environments. Behaviour of hybrids falling in Groups III and IV cannot be predicted and are highly unstable. The 

hybrids are placed in their respective groups in Table 4. Considering the overall performance, G13 (AUCH -13) was 

found promising with stable performance (Group II) and may be used for general cultivation in unfavourable 

environments. G3 (AUCH-3) showed stable performance with a low mean value for yield in favourable environments. The 

hybrid G16 (AUCH-16) showed stable performance with high mean value for yield therefore it is advised for 

commercial exploitation and these hybrids are better than the commercial check variety.  

 

CONCLUSION  

 
Considering the environmental indices, E2 was deemed to be better one than the other two for all the traits studied. 

Eberhart and Russell model showed (AUCH-16) G16 as stable genotype for yield with high mean value whereas the 

hybrid (AUCH-13) G13 showed stable performance in unfavourable environments. They indicated five hybrids viz., G5 
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(AUCH-5), G11 (AUCH-11), G13 (AUCH-13), G16 (AUCH-16) and G17 (AUCH-17) as phenotypically stable hybrids across 

environments. Genotype grouping technique identified G16 (AUCH-16), G13 (AUCH-13) and G17 (AUCH-17) as stable 

due to its less fluctuations across environments for yield and its contributing characters. 
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Table 1. List of hybrids selected for stability analysis 

S.No Genotype Name 

1 G1 AUCH-1 

2 G2 AUCH-2 

3 G3 AUCH-3 

4 G4 AUCH-4 

5 G5 AUCH-5 

6 G6 AUCH-6 

7 G7 AUCH-7 

8 G8 AUCH-8 

9 G9 AUCH-9 

10 G10  AUCH-10 

11 G11  AUCH-11 

12 G12  AUCH-12 

13 G13  AUCH-13 

14 G14  AUCH-14 

15 G15  AUCH-15 
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16 G16 AUCH-16 

   17 G17 AUCH-17 

18 C 1 Indam-5 

19 C2 Tejaswini 

 

Table 2. Analysis of variance for Eberhart and Russel model 

Sources Df MSS 

  

Days 

to 

50 % 

Flow

ering 

Plant 

Height 

Plant 

Width 

Fruit 

Lengt

h 

MSS 

Fruit 

Widt

h 

Average 

Number 

of fruits 

per plant 

Averag

e 

Numbe

r of 

seeds 

per 

Fruit 

Thousa

nd 

Seed 

Weight 

Dry chilli 

Yield per 

Plant 

Genotype

s 
18 

15.37

11** 

1531.037

0** 

152.925

4** 

12.278

7** 

0.0681

** 

2849.314

9** 

414.163

2** 

0.3618*

* 

1189025.25

00** 

Environm

ent 
2 

3.612

0 

80.7829*

* 
6.2467* 

1.1046

** 
0.0014 

30550.289

1** 

72.2319

** 

0.0699*

* 

1865674.12

50** 

G x E 36 
0.842

1 

56.8495*

* 

13.5110

** 

0.1498

** 
0.0009 

1771.319

6** 

18.4854

* 

0.0205*

* 

116325.937

5* 

E + (G x E) 38 
0.987

9 

58.1091*

* 

13.1287

** 

0.2001

** 
0.0009 

3286.002

0** 

21.3141

** 

0.0231*

* 

208396.890

6** 

Environm

ent 

linear 

1 
7.224

1 

161.565

8** 

12.4934

** 

2.2092

** 
0.0027 

61100.578

1** 

144.463

8** 

0.1397*

* 

3731348.25

00** 

G X E 

(Linear) 
18 

0.968

7 

45.1757*

* 

18.0627

** 

2.6995

** 
0.0007 

1640.262

2** 

14.9685

* 

0.0313*

* 
80022.2344* 

Pooled 

Deviation 
19 

0.677

3 

64.9206*

* 
8.4896** 

2.6945

** 
0.0011 

1802.241

6** 

20.8435

** 
0.0092 

144604.343

8* 

Pooled 

Error 
108 

7.739

4 
39.9241 4.3604 6.3047 0.0021 264.9155 30.8809 0.0289 

249978.906

3 

 

Table 3. Environmental Indices for Nine characters 

S. No. Characters E1 E2 E3 

1 Days to 50 % flowering -0.3941 -0.0749 0.4690 

2 Plant Height -2.1747 0.2495 1.9252 

3 Plant Width -0.3988 -0.2577 0.6565 

4 Fruit Length -0.0133 0.2474 -0.2342 

5 Fruit Width -0.0074 0.0093 -0.0019 

6 Average Number of fruits per plant -32.5044 44.8092 -12.3048 

7 Average Number of seeds per fruit -1.8346 2.0468 -0.2122 

8 Thousand seed weight 0.0352 0.0349 -0.0701 

9 Dry chilli fruit yield per plot -348.970 91.6782 257.2922 

 

 

 

 

 

Gokulakrishnan et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 84 / Jun / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

76090 

 

   

 

 

Table 4. Grouping of Hybrids based on Stability parameters  

Characters 
Group 

I 

Group II 
Group 

III 
Group 

III 
Group IV 

b <1 b >1 

Days to fifty      

percent flowering Nil Nil 
G16, 

G17 
Nil Nil 

Plant height Nil 

G5, 

G10, 

G11, G17 

G16, 

C2 
G1 Nil 

Plant width Nil 

G12, 

G13, 

G14, 

G16 

G3  G15 

Fruit length G4 G13 

G7, 

G10, 

G12, C1 

G1, G3, 

G15, G16 
Nil 

Fruit width Nil 

G1, 

G3, 

G6, 

G9, G10, C1 

G12, 

G13, G15 
G12 Nil 

Average      

number of fruits per plant Nil Nil Nil 
G13, 

G16, G17 
Nil 

Average number of      

seeds per fruit Nil G1, G2, G4 G15 Nil Nil 

Thousand seed weight Nil 
G1, 

G9, G10, C1 
G7, G12, G13 Nil Nil 

Dry chilli fruit yield      

per plot G16 G13 Nil Nil Nil 
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This study was conducted to find out the consumers’ perception and acceptance level of Health 

supplements / Wellness products / Nutraceuticals in the districts of Ernakulam and Thrissur in Central 

Kerala. In recent years, there has been a significant increase in the use of wellness products among people 

of all ages. Health supplements are commonly used to improve overall health and wellness, boost 

immunity, and prevent diseases. However, with the rise of the health supplement industry, there has 

also been an increase in concerns about the safety and effectiveness of these products. The study aims to 

determine the factors that influence people's decision to use or not use wellness products, as well as the 

attitudes and perceptions they have towards these products. The study will be based on the following six 

dimensions, which are internationally accepted concerning wellness products - Better health, Better 

fitness, Better nutrition, Better appearance, Better sleep, and Better mindfulness. By analyzing these 

factors, the project aims to provide insights into how to improve the acceptance and overall well-being of 

individuals who use wellness products. 
 

Keywords: Better health, Better fitness, Better nutrition, Better appearance, Better sleep, and Better 

mindfulness, Nutraceuticals  

 

INTRODUCTION 

 

Wellness products and nutraceuticals are specially designed to promote an individual's overall well-being, including 

their physical, emotional, and internal health. These products cover a broad range of items, including supplements, 

herbal remedies, fitness gear, skincare products, and more. Their goal is to provide support for wellness and help 
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lead a healthy life.  Wellness products and nutraceuticals often claim to offer benefits similar to improved health 

conditions, better physical strength, stress reduction, and enhanced mental clarity. Many of these products are 

marketed as natural or holistic alternatives to traditional healthcare products, appealing to consumers who prefer a 

proactive approach to their health. The wellness industry has experienced significant growth in recent years due to 

increased consumer interest in health and well-being, as well as a growing awareness of the importance of self-care. 

However, consumers need to be cautious when selecting wellness products, as the market can be flooded with 

misleading claims and ineffective products. Consulting with healthcare professionals and researching product 

ingredients and claims can help consumers make informed decisions about which wellness products are right for 

them.  These days, consumers view wellness from a much broader and more sophisticated perspective, 

encompassing not only fitness and nutrition but also overall well-being. Consumers also have more choices in the 

types of products and services they buy and the way they buy them. 

 

REVIEW OF LITERATURE 
 

Researchers have conducted several studies to identify consumer behavior patterns in relation to purchasing 

wellness products. Saini and C. Chaudhari (2021) have emphasized the importance of conducting a thorough 

analysis to provide practical and relevant information about consumer preferences among different wellness product 

categories such as personal care, nutritional care, dietary supplements, and weight loss products. The COVID-19 

pandemic has led to an increase in the marketing of health products to raise public awareness of their health benefits. 

Hidayat et al. (2021) have found that attitude significantly influences purchasing intention. Therefore, businesses 

should focus on product quality and regularly evaluate it to meet consumer expectations and develop a positive 

marketing strategy. They should also emphasize group references.  Kengpol et al. (2021) have discovered that, while 

the marketing mix has a direct impact on consumer behavior, factors such as reference group, motivation, and 

knowledge have an indirect impact. Additionally, the sensitivity analysis has revealed that consumer behavior 

variables can be influenced by increasing or decreasing place and lowering knowledge. The study has also shown 

that consumers in the new normal market are interested in quality, brands, and health, which poses a significant 

challenge for small and medium-sized enterprises (SMEs) in creating a strong brand and raising brand awareness. 

 

Indriani et al. (2021) have studied the impact of the COVID-19 epidemic on human life and how it has influenced 

people's attitudes and intentions to buy healthcare brands during the epidemic. According to the analysis, the low-

level and high-mortality-salience groups respond differently to luxury healthcare brands, with the low-level group 

demonstrating a growing mindset and a preference for budget-friendly items. Uttama (2021) has claimed that the 

future growth of the health and wellness food market in the Asian market depends heavily on health trends and 

digital technologies. The study has shown that while the concentration of distribution channels has a major negative 

impact on food intake for health and wellbeing, health trends and digital technologies have positive and significant 

impacts. The study has also suggested using a consumer-driven open innovation model to build the health and 

wellness food industry. Sai Manideep, et al. (2019) claimed that while customers' perceptions of wellness items are 

based on factors like health, safety, and environmental consciousness, their perceptions of product quality are 

independent of their level of education. To reach wellness in life, consumers' intentions to purchase organic products 

are influenced by their demographic characteristics and educational backgrounds; nevertheless, there is no 

dependent relationship between customer qualification and purchase intention. The research problem and research 

gap have been identified based on these reviews. 

 

Statement of the Problem 

he latest research (April 2021) shows that consumers care deeply about wellness and that their interest is growing 

rapidly. In a survey of roughly 7,500 consumers by McKinsey in six countries (India not included), 79 percent of the 

respondents said they believe that wellness is important, and 42 percent consider it a top priority. The estimated 

global wellness market will be more than $1.5 trillion, with annual growth of 5 to 10 percent. In every market 

researched, consumers’ prioritization of wellness has shown a substantial increase over the past two to three years. 
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At the same time, the wellness sector is getting more competitive, wellness is here to stay as consumers across 

nations plan to increase their spending on personal health, appearance, fitness, and more. The pandemic has taught 

us that physical and mental health will remain a priority for millions of people across the globe for a long time to 

come. With this huge market potential in the place, it is high time to tap the Indian market. So, this study was carried 

out to analyse the perception and acceptance level of potential Indian consumers towards wellness products.  

 

Objectives of the Study  

 
 To conduct a research study to measure and analyse the perception and acceptance level of wellness products in 

central Kerala. 

 To understand and analyse the dimensions on which people are spending for wellness products. 

 To identify the target market and also to suggest strategies to penetrate the target market. 

 

RESEARCH METHODOLOGY   

 
Total number of respondents were 225, and these respondents were selected based on their lifestyle. Since the 

wellness products are highly-priced, people with a higher lifestyle are considered as respondents. The sampling 

group consists of individuals who have an age of 35 years and above. The data for the research were collected 

through the convenience sampling method.  A detailed structured Schedule was developed and after the approval 

by the experts, the data were collected by personally meeting the respondents and recording their responses. 

Acceptable Statistical methods and percentage analysis were used to measure the perception and awareness level 

and the information was presented through graphs and tables for easy understanding. 

 

Sample Distribution 

Nature of Respondents 

 
Number of Respondents Percentage of Respondents Total 

District-wise 
Ernakulam 120 53.3 

225 
Thrissur 105 46.7 

Gender-wise 
Female 56 24.9 

225 
Male 169 75.1 

Age-wise 

35 - 45 118 52.4 

225 
46 - 55 47 20.9 

55 - 65 23 10.2 

66 & Above 37 16.4 

Marital Status 
Married 170 75.6 

225 
Unmarried 55 24.4 

Employment-wise 

Business 90 40.0 

225 Retired 37 16.4 

Salaried professional 56 24.9 
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Self Employed Professional 33 14.7 

Unemployed 9 4.0 

 

RESULTS AND DISCUSSION 

 

22.2% is the market penetration of wellness products among the target group, and only 7 % of the respondents are 

using it on a regular basis. 34% of the respondents are not at all aware about the product. Source of information for 

31% of the respondents is internet and for 27% is through word of mouth / relatives and for 19% it is TV 

advertisement. Prescription by a doctor to use wellness products will be more convincing to buy and use the 

products. Majority of the respondents prefer to buy wellness products from pharmacies. OTT platforms, TV 

channels, newspapers and  magazines play a major role in creating awareness about the product. Social media 

advertisement is another major tool for creating awareness and expanding the market.  Since more than 70% of the 

respondents consider wellness as very important in their life, 44% perceive wellness as ‘better health’, and the 

regular usage rate is only 7% among the respondents.  Business  has to develop strategies that convince people about 

the various benefits of taking wellness products needs to spend on advertising and promotion through various print 

as well as electronic media to create a better awareness level about wellness products and thus increase the market 

share. Companies have to develop strategies that convince people about the various benefits of taking wellness 

products. Since the awareness level about the wellness products is very low in the market, it is much needed to 

create awareness about the benefits of wellness products among the public.  

 

Awareness can be created by advertisements through social media, particularly Facebook, OTT platforms like, 

YouTube, Amazon Prime and Netflix. Wellness awareness campaigns can also be setup with the help of local 

authorities (by sponsoring such campaigns). Print media advertisement is also necessary to create awareness about 

these products. India Today, The Week and Vanitha are the most appropriate among the weeklies / Magazines and 

The Hindu and Malayala Manorama are the most preferred among newspapers. Promoting these products through 

doctors will be much more beneficial since these products have impact on the health of people. Prescription by a 

doctor to use wellness products will create more trust and demand for the products. Wellness products have to be 

made available in pharmacies rather than in specialized stores. Awareness programmes to nurses who are working 

as freelancers / personal health consultants can also be considered. Now a days wellness has become top priority and 

lots of wellness clinics and centers are coming up. Proper strategies to promote the product through these centers 

will also be beneficial. Since online shoppers are on the rise, apart from just giving advertisement on the social 

media, management can think of starting virtual shops, like Facebook shop, Shoppify store, etc. 

 

Limitations of the Study 

The study only focuses on consumer perception and acceptance level, it may not explore other factors influencing 

consumer behavior like pricing, availability, and marketing strategies. The study relies on self-reported data from 

respondents, which may be subject to bias or inaccuracies. The study does not account for cultural and regional 

differences in consumer behavior and preferences, which may vary across different parts of Kerala.  

 

CONCLUSION 
 
With the aging Kerala population and rates of many diseases continuing to soar, consumers are in need of new 

products that promote health and wellness. Wellness products (nutraceuticals), with their emphasis on natural 

health benefits, are one popular option. Nutraceuticals, which have been positioned as a natural alternative to 

medical treatments of physiological problems, have seen substantially growing in recent years.  When developing a 

nutraceutical marketing strategy, company should focus on health and wellness websites, patient support groups 
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and any channel where large numbers of people with medical issues come together. Company should focus their 

marketing efforts on the segment of the nutraceutical audience that is motivated more by wellness, fitness and 

preventive medicine. Nutraceutical marketing should make an effort to target and activate consumers and patients 

who are being poorly served by traditional healthcare approaches. Some diseases simply do not have a long list of 

viable medical treatments. Patients who fall within these groups, naturally, are highly motivated to seek impactful 

supplements. The nutraceutical market is highly fragmented, with a few large multinationals at the top and many 

small players operating in the industry. In order to stand out in this landscape, companies need to differentiate. The 

problem is, most companies are selling variations on the same products. This means that branding is a critically 

important differentiator. The brand should be developed to perceive as a valuable brand and appropriate awareness 

building strategies should be adopted to be in the strongest competitive position. 
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Table 1 - Importance of wellness for Uses and Non users 

   
Fairly 

Important 
Important 

Not at all 

important 

Slightly 

important 

Very 

important 
Total 

Used 

or not 

No 

Count 22 20 1 8 124 175 

% of 

Total 
9.8% 8.9% 0.4% 3.6% 55.1% 77.8% 

Yes 

Count 7 4 1 4 34 50 

% of 

Total 
3.1% 1.8% 0.4% 1.8% 15.1% 22.2% 

Total  

Count 29 24 2 12 158 225 

% of 

Total 
12.9% 10.7% 0.9% 5.3% 70.2% 100.0% 

 

Table 2 - Perception about wellness among Users and Non users 

   
Better 

appearance 

Better 

Fitness 

Better 

Health 

Better 

Mindfulness 

Better 

Nutrition 

Better 

Sleep 
Total 

Used 

or 

not 

No 

Count 6 28 75 10 29 27 175 

% of 

Total 
2.7% 12.4% 33.3% 4.4% 12.9% 12.0% 77.8% 

Yes 

Count 8 5 23 5 7 2 50 

% of 

Total 
3.6% 2.2% 10.2% 2.2% 3.1% 0.9% 22.2% 

Total  

Count 14 33 98 15 36 29 225 

% of 

Total 
6.2% 14.7% 43.6% 6.7% 16.0% 12.9% 100.0% 

 

Table 3 - Familiarity of the wellness products among Users and Non users 

   

I am aware but 

have never used 

it 

Not 

aware of 

it 

Use it on a 

regular basis 

Use it only 

sometimes 
Total 

Used or 

not 

No 

Count 99 76 0 0 175 

% of 

Total 
44.0% 33.8% 0.0% 0.0% 77.8% 

Yes Count 0 0 16 34 50 

Antony George 
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% of 

Total 
0.0% 0.0% 7.1% 15.1% 22.2% 

Total  

Count 99 76 16 34 225 

% of 

Total 
44.0% 33.8% 7.1% 15.1% 100.0% 

 

Table 4 - Source of awareness about wellness products among Users and Non users 

   
Friends/ 

Relatives 
Internet Magazine 

News-

paper 

Not 

sure 
Others Radio TV Total 

Used 

or 

not 

No 

Count 24 31 9 3 5 1 2 24 99 

% of 

Total 
16.1% 20.8% 6.0% 2.0% 3.4% 0.7% 1.3% 16.1% 66.4% 

Yes 

Count 16 15 3 5 6 0 1 4 50 

% of 

Total 
10.7% 10.1% 2.0% 3.4% 4.0% 0.0% 0.7% 2.7% 33.6% 

Total  

Count 40 46 12 8 11 1 3 28 149 

% of 

Total 
26.8% 30.9% 8.1% 5.4% 7.4% 0.7% 2.0% 18.8% 100.0% 

 

Table 5 - Strategies that convince the Users and Non users to buy wellness products 

   Advertisement 
In store 

promotions 

Prescription by a 

doctor 
Total 

Used or 

not 

No 

Count 23 9 143 175 

% of 

Total 
10.2% 4.0% 63.6% 77.8% 

Yes 

Count 13 3 34 50 

% of 

Total 
5.8% 1.3% 15.1% 22.2% 

Total  

Count 36 12 177 225 

% of 

Total 
16.0% 5.3% 78.7% 100.0% 

 

Table 6 - Comfortable mode of buying wellness products for Users and Non users 

   Online Pharmacy Supermarket Total 

Used or not 

No 
Count 51 115 9 175 

% of Total 22.7% 51.1% 4.0% 77.8% 

Yes 
Count 13 33 4 50 

% of Total 5.8% 14.7% 1.8% 22.2% 

Total  
Count 64 148 13 225 

% of Total 28.4% 65.8% 5.8% 100.0% 

 

Table 7 - Most preferred social media platform among Users and Non users 

   
Faceboo

k 

Instagra

m 

LinkedI

n 

Not 

using 

Snapch

at 

Twitte

r 

WhatsAp

p 
Total 

Use

d or 

not 

No 

Coun

t 
105 10 10 40 5 1 4 175 

% of 

Total 
46.7% 4.4% 4.4% 

17.8
% 

2.2% 0.4% 1.8% 77.8% 

Antony George 
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Ye

s 

Coun

t 
37 5 5 2 0 0 1 50 

% of 

Total 
16.4% 2.2% 2.2% 0.9% 0.0% 0.0% 0.4% 22.2% 

Tota

l 
 

Coun

t 
142 15 15 42 5 1 5 225 

% of 

Total 
63.1% 6.7% 6.7% 

18.7
% 

2.2% 0.4% 2.2% 
100.0

% 

 

Table 8 - Influence of social media advertisement on buying decisions 

   No Yes Total 

Used or not 

No 
Count 108 67 175 

% of Total 48.0% 29.8% 77.8% 

Yes 
Count 23 27 50 

% of Total 10.2% 12.0% 22.2% 

Total  
Count 131 94 225 

% of Total 58.2% 41.8% 100.0% 

 

 

 
 

Fig. 1 Importance of wellness among respondents Fig. 2 Perception about wellness among 

respondents 

  
Fig. 3 Source of awareness about wellness products among 

respondents 

Fig. 4 Reason for buying wellness products 
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Fig. 5 Brand preference of wellness products Fig. 6 Frequency of purchase of wellness 

products 

 
 

Fig. 7 Chances of future purchase by the non-users of 

wellness products 

Fig. 8 Importance of Product Review for making 

buying decisions 
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Researchers have estimated that more than 8.3 billion tons of plastics have been produced since early 

1950’s. More than 99% of the plastic materials produced are from oil, natural gas and coal which are non-

renewable resources and are difficult to be degraded by soil microorganisms. If this current trend 

continues, by 2050, it is expected for the consumption of   20% of the world’s total oil by the plastic 

industry.  Out of the total amount of plastic produced, only 9% is reported to be recycled. Due to lack of 

degradability, closure of landfill sites, booming pollution problems of land and water, have led to a 

massive need for an alternate source of plastic that is ecofriendly.[1][2] Bio-plastics are those materials 

that contain various biopolymers in different concentration.[3] They can be moulded by pressurized heat 

and are easily biodegradable. This study aims to produce bioplastic from Spirulina platensis and to seek 

for an economic and reliable approach for the production of the same. The biomass from Spirulina can be 

utilized to manufacture bio-plastics by of plasticization, blending and compatibilization. Such a bio-

plastic material was made to undergo compression moulding technique to estimate its plasticizing and 

mouldable property. Plasticization of Spirulina biomass using polyvinyl alcohol (PVA) and 

compatibilization with maleic anhydride yields better bio-plastics than those made up of 100% Spirulina 

biomass. The contents of the bio-plastic films were analyzed and estimated using Gas chromatography & 

Mass spectrometry analysis. Degradability of the bioplastic is analyzed by soil burial test. The scope of 

the study is to produce biodegradable ecofriendly plastic as an alternate for hazardous conventional 

plastics. 

 

Keywords: Spirulina platensis, Bioplastic, Gas chromatography- Mass spectrometry. 
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INTRODUCTION 

 

Bioplastic 

Bio-plastics are those materials made up of biopolymers in different concentrations. They could be moulded using 

heat and pressure. ASTM D6866-06 defines biopolymer as a substance which incorporate live creatures in their 

synthesis processes. Hence, they have partial or total biological origins from organic, sustainable elements, as well as 

the potential to be biodegradable.[4] Bioplastic could be derived from renewable resources like agriculture resources, 

cellulose, potato, corn starch, etc.[5] Nowadays, Bioplastic production is well supported by the countries as they can 

be used as an alternative to for those that are nonbiodegradable toxic plastics that mitigate and strangle the earth by 

polluting the ecosystem. The sources of Bioplastic are cellulose, starch, glucose, and oil from feed stocks. By various 

methods, the feedstocks are subsequently converted into thermoplastic starch, poly-3-hydroxybutyrate, polylactic 

acid, biopolyethylene and polyamide 11. In the recent past, thermoplastic starch accounts for about 50% (some 

estimates say up to 80%) of the global bioplastics market. Poly lactic acid (PLA) is the most promising bioplastic for 

the coming years. It is manufactured by fermenting starch from crops like Wheat, corn, sugarcane, etc and then 

converting it into lactic acid followed by polymerization.[6][7]]Poly-3-hydroxybutyrate is a biopolyester produced by 

bacteria that metabolizes glucose or starch. Polyamide 11 (PA11) is a biopolymer produced from natural oil. The 

trade name for the same is Rilsan. But the disadvantage is that PA11 is a non-biodegradable one, though it is made 

from a renewable material, castor beans. 

 

Spirulina Platensis as Bioplastic 

Algae are photosynthetic organisms that dwell in different environmental condition like fresh water, seawater, 

desert sands, and hot boiling springs.[8] Microalgae are unicellular organisms that can be found in freshwater and 

marine environments, either alone or in chains or groups. Microalgae are extremely beneficial to the ecosystem, 

being main producers of organic matter at the bottom of the food chain. Spirulina platensis is a blue green microalga, 

that can thrive even in high-alkaline freshwater environments. In health care industry, it is commonly used for and 

as protein supplement as the protein content of dried Spirulina is approximately 60% (51–71%). They produce poly 3-

hydroxybutyrate (PHB), an easily degradable polymer, as one among the energy storage product during 

photosynthesis process, directly from CO2. Hence, they can be an ideal source for the manufacture of bioplastics.[9][10] 

Production of bio-plastics from Spirulina biomasses is the most straightforward and inexpensive method because of 

their high yield of biomass, low investment, ease handling, short life cycle and minimal influence over the food 

chain. In this study, Spirulina platensis was employed to produce bioplastic. 

  

MATERIALS AND METHODS 

 

Preparation of Bioplastic 

Dried Spirulina platensis powder have been brought from authorised algae manufactures. This powder extract was 

used for the production of bioplastics. 2g of powdered Spirulina platensis was mixed with 20 ml of distilled water in a 

glass beaker. The beaker was then kept in the hot plate with a magnetic stirrer at 40°C. The solution was stirred at 

1000 rpm for 10 minutes. Then the blend was left to air in order to dry for few minutes. PVA and water blend was 

prepared by mixing 4g of PVA pellets and 40 ml of water in a glass beaker and the set up was kept in the hot plate 

stirrer at 90°c for 20 minutes. Later both the blends are mixed along with citric acid. This blend was poured onto 
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sterile trays and left for complete drying for a day. The bioplastic formed was tested for its tensile strength, 

elongation, melting point and biodegradation as well.  

 

Tensile and Elongation Test: 

The physical properties of the bioplastic produced were analyzed for their tensile strength. The sample size (135x6 

mm- Length x width) was submitted for Universal Testing Machine (ADIARTECH-10T) (ASTMD638). It was 

equipped with a 500 N load-cell. The corners of the sample were mounted on two mechanical gripping units of the 

tensile tester, leaving a 40-mm length. It is done for mechanical loading performed at an extension rate of 1 mm/ min.  

 

Fourier Infrared Spectroscopy 

Fourier transform infrared spectroscopy (FT-IR) is a technique performed to obtain the infrared spectrum of a solid, 

liquid, or gas's absorption, photoconductivity, emission or Raman scattering. Plasticization and crosslinking would 

cause changes in the amide groups' absorption bands and Hydrogen bonding, which may be seen by the same. Any 

changes witnessed in secondary structures of proteins, as well as interactions between chains in proteins and 

plasticizers, were all examined using FT-IR after thermoplastic processing.  

 

Thermogravimetric Analysis (TGA) 

The bioplastic samples produced were subjected to TGA with thermal analyzer - Universal Testing Instrument 

(Setaram Instrumentation). The temperature was gradually raised to 600 °C at the rate of 20K/min. The flow rate of 

gas is 30 ml/min. The loss of bioplastic samples within the differential thermal analysis profile was recorded as a 

function of temperature. 

 

Soil Burial Test  

The soil was collected in the garden area  and placed in different pots for 10 days. 2 g of each of the samples (Sample 

1- biofilm of polyvinyl chloride with citric acid and Sample 2 – biofilm of polyvinylchloride with Spirulina platensis 

powder) were placed in the soil in such a way the polymer is covered with soil from all the sides. The pots were 

covered on the top with the aluminum foil and were placed at room temperature. The weight of each sample was 

taken at a regular interval of time (2days) to analyze whether weight loss has occurred. The loss in weight is plotted 

as graphical representation. 

 

RESULT AND DISCUSSION  
 

The Spirulina based bioplastic had the nature of commercial plastics as it was flexible and had the plasticizing 

property. 

 

FTIR Analysis of Spirulina Bioplastic                   

The functional groups present in the bioplastic were analyzed to identify their structure (organic and inorganic 

compounds). Figure 3.2 exhibits the analysis of functional groups present. Based on standard IR spectrum, the 

sample was determined as pure bioplastic.The peak at 3275 represents the -OH stretching vibrations and stretching 

of NH2, 2922 represents the CH  stretching bending vibrations, 1724 represents the C=O vibrations of carboxylic acid 

present  in the molecule, 1618 indicates the C=C alkene bond, 1542 NH bending vibrations of amides from protein, 

amide II bands, 1438 represents asymmetric stretching vibration of CH2 and CH3 groups, 1371 represents  S=O 
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stretching vibrations, , 1080 represents  stretching vibrations of C-O groups , 609 represents the C-H vibrations of 

aromatic ring present in the molecule. 

  

Tensile Strength and Elongation  

Tensile strength of the film reflects the maximum stress developed during tensile testing. The higher flexibility of the 

bioplastic was due to high concentration of plasticizer. It was the same reason for reduction in tensile strength. The 

film of Spirulina bioplastic exhibited lowest tensile strength of 6.71N/mm2 due to the hydrophilic nature of PVA as it 

provided excess water in the matrix. It was reported that the plasticizer usually has the ability to cause 

disarrangement of the polymer network. This is the lead for flexibility in the bioplastic. Thereby, the tensile strength 

decreases. 

 

The elongation of break test was performed so as to determine the magnitude of the increase in the length of a 

polymer before it finally breaks. The break elongation measurement was performed along with tensile strength 

study. Fig 3.3 showcases the elongation% directly proportional to the concentration of polyvinyl alcohol added. It is 

determined that the more significant the intensity of polyvinyl alcohol was.  the higher the percentage of elongation. 

From the observations obtained, the highest percentage of elongation was found to be 14.32 %. 

 

Thermal Properties of Spirulina Bioplastic 

The effects of thermal stability on bioplastic films were analyzed by thermogravimetric analysis. Fig 3.4 represents 

the thermogravimetric analysis of the Spirulina bioplastic. The bioplastic sample witnessed weight loss in three 

crucial steps. The first one occurred at a temperature range between 70-100 degree Celsius. It was mainly due to the 

evaporation of the moisture content present in the bioplastic films indicating the loss of water molecules. The second 

step starting at about 150 degree and ending at about 350 degree Celsius might be from the degradation of protein 

and carbohydrate from spirulina. Third step of degradation of Spirulina bioplastic is about 380 – 530 degree Celsius 

which may be due to degradation of polymers in polyvinyl alcohol. The melting temperature of the bioplastic was 

observed at the temperature of 183 degree Celsius.  

 

Soil Burial Test  

Soil burial test was done to determine the biodegradability of PVA and Spirulina based bioplastic films in the soil 

environment. The weight loss % of PVA bioplastic film was significantly less than Spirulina bioplastic film which is 

shown in the table. This might be due to the complete packed structure of PVA bioplastic film, when compared to 

Spirulina bioplastic film. Spirulina bioplastic film had the ability to decompose completely, after 10 days while for 

PVA bioplastic film was only decomposed, partially. It was determined that the highest weight loss for bioplastic 

film was achieved at the burial location that was moist and shaded from sunlight and the moisture content of the soil 

has greatly influenced the degradation of bioplastic. (Table 3.1 & 3.2; Fig 3.6 &3.7). 

 

CONCLUSION  

 

In this study, the bioplastic made from Spirulina platensis was flexible, odorless and had the plasticizing property 

with appreciable physical properties like tensile strength and elongation. The degradability ratio was far better than 

commercial plastics. From this study, it is therefore concluded that bioplastic can replace the conventional plastic. 

Future study focuses on improving the stability and aesthetic values of Spirulina bioplastic, thereby manufacturing a 
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perfect substitute for the commercial plastics. In the near future, bioplastics can be used in our bulk packaging 

systems to save our environment.   
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Table 1. Thermogravimetric analysis 

 

S.No OBSERVATION RESULT 

1 Mass in loss (mg) 5.109 

2 Mass in loss (%) 70.956 

3 Remaining mass (mg) 2.084 

4 Remaining mass (%) 28.943 

5 Heating rate per minute (K/min) 20 K/minute 

6 Temperature range (degree Celsius) 30 to 600 degree celsius 

 

Table : 2. Soil Burial Test For Pva Based Bioplastic 

 

NO OF DAYS DAY 0 DAY 2 DAY 4 DAY 6 DAY 8 DAY 10 

WEIGHT LOSS AFTER DEGRADATION 

(in mg) 
210 195 176 154 136 112 

 

Table : 3. Soil burial test for spirulina based bioplastic 

 

NO OF DAYS DAY 0 DAY 2 DAY 4 DAY 6 DAY 8 DAY 10 

WEIGHT LOSS AFTER DEGRADATION 

(in mg) 
180 162 140 113 83 62 
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Fig.1.  TGA analysis of Spirulina bioplastic         Fig 2.   Soil Burial Test of PVA Bioplastic 

 
Fig 3.  Soil Burial Test of Spirulina Bioplastic 

 

 

Vidhya  and Raghavi  

 


